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1 Introduction

As the title already suggests, in this thesis we are concerned with elliptic and parabolic problems. Roughly speaking, our investigations of the solutions can be separated into four categories: existence, uniqueness, regularity, and continuous dependence on the data. The emphasis is on the regularity for elliptic and parabolic equations. But it turns out that in order to study regularity one has also to understand the other three topics. We start with a short description of our motivation on the basis of a standard example.

One of the model equations in the theory of partial differential equations is the Neumann problem

\[
\begin{align*}
\lambda u - \Delta u &= f & \text{on } \Omega, \\
\frac{\partial u}{\partial \nu} &= g & \text{on } \partial \Omega
\end{align*}
\]

(1.1)

with \( \lambda > 0 \) and \( \Omega \) an open set in \( \mathbb{R}^N \). A basic result is that if \( \Omega, f, \) and \( g \) are of class \( C^\infty \), then there exists a classical solution \( u \in C^\infty(\Omega) \) of (1.1).

In many important situations one does not have such a high regularity. For example for numerical applications it is very natural to consider (1.1) for a domain \( \Omega \) that has corners, maybe a triangle in \( \mathbb{R}^2 \). Passing to a weaker notion of solution, the celebrated Lax-Milgram theorem tells us that there exists a unique weak solution \( u \) of (1.1) even if \( \Omega \) is merely a Lipschitz domain, where we only have to require \( f \in L^2(\Omega) \) and \( g \in L^2(\partial \Omega) \). Here, a weak solution is a priori only once weakly differentiable, i.e., \( u \in W^{1,2}(\Omega) \).

It is now a natural question whether this weak solution has higher regularity. If \( \Omega \) is smooth enough, then the unique weak solution \( u \) of

\[
\begin{align*}
\lambda u - \Delta u &= f & \text{on } \Omega, \\
\frac{\partial u}{\partial \nu} &= 0 & \text{on } \partial \Omega
\end{align*}
\]

(1.2)

is twice weakly differentiable, and more precisely \( u \in W^{2,p}(\Omega) \) if \( f \in L^p(\Omega) \). Thus if \( f \in L^{q/2}(\Omega) \) for some \( q > N \), then the unique solution of (1.2) is continuous up to the boundary of \( \Omega \), i.e., \( u \in C(\overline{\Omega}) \), by the Sobolev embedding theorems, and in fact even Hölder continuous up to the boundary. On the other hand, for general Lipschitz domains the solution will typically not even be in \( W^{1,p}(\Omega) \) for large \( p \) even if \( f \) is very smooth. We can, however, still hope that \( u \) is continuous up to the boundary if \( f \in L^{q/2}(\Omega) \) for some \( q > N \).
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In fact, the desire to prove that the weak solution $u$ of (1.2) is continuous up to the boundary if $\Omega$ is a bounded Lipschitz domain and $f \in L^{q/2}(\Omega)$, $q > N$, was the starting point for this thesis. The basic approach to attack this problem is to extend $u$ by reflection along the graph of $\partial \Omega$ to a function $\tilde{u}$ defined in a neighborhood $\Omega'$ of $\Omega$. We can show that $\tilde{u}$ solves again a uniformly elliptic differential equation on $\Omega'$. But since the derivative of a Lipschitz function is in general not continuous, the coefficients of this new equation are merely bounded. Still, the celebrated result independently due to De Giorgi and Nash allows us to deduce that $\tilde{u}$ is continuous on $\Omega'$. Hence $u$ is continuous on $\Omega$.

It turns out that this strategy still works for the inhomogeneous equation (1.1). Moreover, the proof goes through for a much larger class of differential equations, including degenerate and singular quasilinear elliptic equations. In addition, it is possible to obtain the analogous result for Robin boundary conditions via reduction to the Neumann case. Finally, we can apply these elliptic results to show that the corresponding parabolic problems are well-posed in the space $C(\Omega)$, i.e., we have continuous solutions for continuous initial data, or, in other words, the elliptic operator generates a strongly continuous semigroup on $C(\Omega)$.

We now discuss the general setting. In this thesis we consider quasilinear, elliptic, second order partial differential equations in divergence form with inhomogeneous Robin boundary conditions on a bounded Lipschitz domain $\Omega \subset \mathbb{R}^N$, i.e., equations that essentially look like

$$
\begin{aligned}
-\text{div} A(x, u, \nabla u) &= f \quad \text{on } \Omega, \\
A(x, u, \nabla u) \cdot \nu + h(u) &= g \quad \text{on } \partial \Omega,
\end{aligned}
$$

(1.3)

where $\nu$ denotes the outer unit normal of $\Omega$. The model problems we have in mind arise for

$$
A(x, u, \nabla u) = (1 + \arctan |\nabla u|^2) \nabla u
$$

(1.4)

and

$$
A(x, u, \nabla u) = |\nabla u|^{m-2} \nabla u
$$

(1.5)

with $m \in (1, \infty)$. For the latter, problem (1.3) is called the $m$-Laplace equation. Equations of this type appear in many mathematical models of physical processes, e.g., nonlinear diffusion and filtration [Phi61], deformation plasticity [AC84], and viscoelastic materials [LT90]. Also the special case of linear equations is included, and frequently we pay special attention to it. Our main results for these problems are summarized in Examples 4.2.7, 4.2.9, 4.2.10, and 4.2.16.

Several authors have shown under varying assumptions on the coefficients that every solution of (1.3) is locally Hölder continuous in the interior of $\Omega$, see for example [LU68, Ser64, Tru67]. Without exaggeration, it can be said that it is well understood how interior regularity can be obtained for equations like (1.3).

Regarding regularity at the boundary, classically the domains are assumed to be smooth. More recently, however, the class of Lipschitz domains has attracted much
interest. As examples we refer to the articles by Kenig and Rule [KR09], Mitrea and Monniaux [MM09], Mitrea and Taylor [MT09], Agranovich [Agr08], Shen [She08], Haller-Dintelmann and Rehberg [HDR09], and Wood [Woo07], to name only a few of the newest contributions.

Among all possible boundary conditions, Dirichlet boundary conditions are the most popular, meaning that one prescribes values for $u$ on the boundary of $\Omega$. Regularity of solutions of Dirichlet problems lies at the very heart of potential theory, and sharp conditions are known under which the solution is continuous up to the boundary of $\Omega$. For the linear case, this is the celebrated Wiener criterion. Quasilinear generalizations have been found and studied by Maz'ya [Maz70], Gariepy and Ziemer [GZ77], and Kilpeläinen and Malý [KM94]. In fact, much is known about the regularity of the solution and its derivatives even if the right hand side is very rough, see for example recent articles by Mingione [Min07, Min10] and Duzaar and Mingione [DM09].

For Robin boundary conditions, on the other hand, and even for the special case of Neumann boundary conditions, i.e., if $h(u) = 0$ in (1.3), the situation is not as well understood. There are, however, results due to Lieberman [Lie83, Lie92] if the domain is smooth except for a small set. One of the main goals of this thesis is to establish regularity up to the boundary also for these boundary conditions if $\Omega$ is a Lipschitz domain. More precisely, we want to show that every solution is Hölder continuous up to the boundary of $\Omega$. This means that $u$ allows for a continuous extension to $\overline{\Omega}$ which is Hölder continuous for the same exponent and the same Hölder constant.

For Neumann boundary conditions, we use the elegant method that we had already described for the Laplace operator to deduce regularity at the boundary from interior regularity results. In fact, if $u$ is a solution of (1.3), then we extend $u$ to a function $\tilde{u}$ on a larger domain $\Omega'$ containing $\overline{\Omega}$ by reflection along the boundary of $\Omega$. If $g = 0$, then $\tilde{u}$ solves an equation of the same type as (1.3) on $\Omega'$. Thus we can deduce that $\tilde{u}$ is locally Hölder continuous in the interior of $\overline{\Omega'}$ and hence in particular on $\Omega$, where it coincides with $u$.

Let us compare this trick with the standard approach to regularity at the boundary: for smooth boundary, a typical technique is to locally transform the problem into a differential equation on a half-space by a smooth, nonlinear transformation in the spatial variables. Regularity on a half-space can often be shown by direct calculations. Alternatively, one may extend the function from the half-space to the whole space by reflection and apply the same arguments as above. In this sense, our idea is somewhat similar to the usual one, but we merged the two steps into a single one. Moreover, due to the lack of smoothness of the boundary, we cannot apply the usual spatial transformation, which would correspond to reflection along the outer normal of $\Omega$, but have to reflect along the graph.

There are still some details that require additional care. Firstly, we run into trouble because the structure of the equation is not maintained under reflection if $g \neq 0$. However, this is a minor issue. In fact, the extension $\tilde{u}$ still solves an elliptic problem, but with a distributional right hand side, and interior regularity results are known also in this case.
Secondly, a major difficulty arises if we want to allow non-trivial functions $h$. The strategy the author found to overcome this issue is as follows: fix a solution $u$ of (1.3) and consider $\tilde{g} := g - h(u)$ as fixed. Then (1.3) takes the form

\[
\begin{aligned}
- \text{div} A(x, u, \nabla u) &= f & \text{on } \Omega, \\
A(x, u, \nabla u) \cdot \nu &= \tilde{g} & \text{on } \partial \Omega,
\end{aligned}
\]

i.e., (1.3) is an inhomogeneous Neumann problem. We can hope that the result for the Neumann case applies to this situation. In typical situations, however, it is not obvious that $\tilde{g}$ is regular enough to apply the result for Neumann equations. This is where the technicalities start.

In order to show that $h(u)$ is well behaved, we use nonlinear interpolation and bootstrapping. More precisely, we assume that the Neumann problem has a unique solution for every right hand side, its resolvent is Hölder continuous, and that for sufficiently regular right hand side the solution is Hölder continuous. These assumptions allow us to apply a nonlinear interpolation theorem in order to deduce that the resolvent is regularizing on a scale of $L^p$-spaces. Now a bootstrap procedure gives the desired regularity for $h(u)$ and hence Hölder continuity of $u$. We also exhibit large classes of equations that satisfy these assumptions. In particular, the aforementioned model cases are covered.

Finally, we apply the elliptic theory to parabolic problems. In fact, having very good elliptic results at hand, it is not difficult to show that a parabolic problem like the heat equation with Neumann boundary conditions

\[
\begin{aligned}
\dot{u}(t) &= \Delta u(t) & \text{on } \Omega \text{ for } t > 0, \\
\frac{\partial u(t)}{\partial \nu} &= 0 & \text{on } \partial \Omega \text{ for } t > 0, \\
u(0) &= u_0 & \text{on } \Omega,
\end{aligned}
\]

is well-posed on $C(\overline{\Omega})$, provided one knows the appropriate theorems of semigroup theory. Here, by well-posedness we mean that for every continuous function $u_0$ there exists a unique solution in a weak sense and that this solution, considered as a function on the parabolic cylinder $[0, \infty) \times \overline{\Omega}$, is continuous. We prove this regularity for general linear equations with Robin or Wentzell-Robin boundary conditions and also for the two quasilinear parabolic equations with Robin boundary conditions arising from our model examples (1.4) and (1.5).

We conclude the introduction with a more precise outline of the results, including citations to related research articles and books.

Chapter 2 contains the definitions and fundamental results that we apply in the main body of this manuscript. More precisely, Section 2.1 consists of several estimates for real numbers, or rather for vectors in $\mathbb{R}^N$. These are well known to people working with the $m$-Laplace equation. In Section 2.2 we introduce the Sobolev spaces, in
which weak solutions are to be found, and spaces of Hölder continuous functions. In this context, we recall several rules for the calculus of Lipschitz continuous functions such as the change of variables formula and the chain rule. Section 2.3 addresses the geometric notion of a Lipschitz domain, which comprises the class of polygons that is particularly important in applications. We quote some analytic facts for later use, most prominently the divergence theorem, the Sobolev embedding theorems and the trace theorems. Section 2.4 concludes the elementary part of the preliminaries with a very short summary of selected theorems from functional analysis that are not entirely renowned, which is included for easier reference. For an introduction to the language of functional analysis, which is used freely, the reader is referred to the books by Werner [Wer00] and Lax [Lax02].

Starting with Section 2.5, which contains existence theorems for nonlinear equations, the material becomes more sophisticated. There are only few general ideas to solve quasilinear equations. A particularly successful one is the approach via monotonicity conditions, which we use here. The theory of monotone operators goes back to Golomb [Gol35], Kačurovski [Kač60], and Zarantonello [Zar60], and it has been developed much further by many authors, among them Brézis, Minty, Browder, Rockafellar, Leray, and Lions. It generalizes to the larger class of pseudo-monotone operators introduced by Brézis [Bré68], which is the type of operator that we consider here because this class is more stable under perturbations. We provide the basic definitions of the theory and the results that are important for our applications, the main source being Showalter’s book [Sho97]. Detailed information about monotone operators can also be found in Brézis’ book [Bré73].

Section 2.6 is divided into two parts, both concerning interpolation theory. For general information about interpolation theory we refer to Triebel’s book [Tri95]. The first part of Section 2.6 is loosely related to interpolation theory, but rather a direct estimate bounding a Hölder continuous function in terms of its Hölder norm and an $L^p$-norm. This result due to Lê [Lê07] is interesting from the point of view of interpolation theory because it tells us that $L^\infty(\Omega)$ is of class $J(\theta, L^q(\Omega), C^{0,\alpha}(\Omega))$, see [Tri95, §1.10.1]. The purpose for which we use it is the following: if $u$ and $\tilde{u}$ are solutions of a quasilinear equation of the form (1.3) for right hand sides $(f, g)$ and $(\tilde{f}, \tilde{g})$, and if we know that we can bound $u$ and $\tilde{u}$ in $C^{0,\alpha}$ in terms of the norms of $f$, $\tilde{f}$, $g$, and $\tilde{g}$, and if we know in addition that we can bound $u - \tilde{u}$ in $L^m(\Omega)$ by $\|f - \tilde{f}\|^\beta + \|g - \tilde{g}\|^\beta$ for some $\beta \in (0, 1)$, then the above estimate means that the resolvent of the equation is locally Hölder continuous. In fact, this is precisely the type of argument for which Lê used his estimate.

The second part of Section 2.6 is at the heart of interpolation theory. Essentially, we give sufficient conditions under which a nonlinear operator that maps a Banach space $A_1$ into a Banach space $B_1$ and a subspace $A_0$ of $A_1$ into a subspace $B_0$ of $B_1$ does in fact map real interpolation spaces between $A_0$ and $A_1$ into real interpolation spaces between $B_0$ and $B_1$. For linear operators, this belongs to the very essence of interpolation theory. For nonlinear operators, the situation is much more difficult and less understood. For the complex interpolation functor, the main results are due to
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Bergh [Ber84], Cwikel [Cwi87], and Böhm [Böh91, Böh93]. A short survey on the much richer nonlinear real interpolation theory can be found in an article by Bereznoj and Zabrejko [BZ88]. Here, we follow the ideas due to Peetre [Pee70] and Tartar [Tar72]. In fact, all necessary ideas for our abstract nonlinear interpolation result are already contained in [Tar72], but the conclusion is missing. Thus, and because the application to products of Lebesgue spaces needs an additional argument, we include proofs in that section. For these, some auxiliary information on interpolation spaces is provided as well.

The material about one-parameter operator semigroups that is needed in Chapter 5 is included in Sections 2.7 and 2.8, the former concerning the linear case, whereas the latter treats nonlinear semigroups.

We conclude the second chapter with an introduction to quasilinear equations in divergence form in Section 2.9. In fact, the first part of that section is concerned with the definitions of interior weak solutions and solutions of boundary value problems. We follow the usual approach by defining a weak solution in a distributional sense, i.e., we require that after integrating against a smooth function and formally integrating by parts, we have equality of both sides of the equation. The second part collects results about interior regularity of solutions. The linear, symmetric case amounts to the celebrated result due to De Giorgi [DG57] and Nash [Nas58], later reproved by Moser [Mos60], see also the recent survey on regularity results by Mingione [Min06] for an exposition of De Giorgi’s method and some more recent developments. The generalizations of their techniques to larger classes of problems are way too plentiful to mention. But for our purposes in the quasilinear case, it suffices to refer to the results by Ladyzhenskaya and Ural’tseva [LU68], Serrin [Ser64], and Lieberman [Lie91] stating that every weak solution of a quasilinear problem whose coefficients satisfy very natural growth conditions is locally Hölder continuous. The special feature of these particular references is that the coefficients are allowed to be unbounded with respect to the space variable. For our applications, it is not necessary to allow unbounded coefficients, but since this comes at no extra cost, we include it here.

Chapter 3 contains the results for Neumann boundary conditions. More precisely, we exhibit several classes of Neumann problems, which include our prime examples, for which we have well-posedness and regularity. As for the regularity, in Section 3.1 we apply the reflection argument that has already been mentioned to obtain Hölder continuity up the boundary of $\Omega$. It is easy to find an equation that is solved by the reflection of $u$ along the boundary of $\Omega$ once we are in local coordinates. The main part of this section consists in checking that the coefficients of the new equation indeed are regular enough for the results about interior regularity to be applicable. It is worth mentioning that for this approach to work we need a very general version of the interior regularity result. In fact, it turns out that the new coefficients are discontinuous at $\partial\Omega$ and that the new right hand side is not a function, but merely a distribution, even if the original coefficients and the original right hand side are very smooth. Still, the assumptions under which we obtain Hölder regularity at the boundary are the same as the classical assumptions for interior regularity, which is clearly optimal for this
approach. Hölder regularity for the inhomogeneous Neumann problem has of course already been proved by the usual techniques, see for example [Lie83]. However, our approach is much simpler. Surprisingly, it seems that nobody has exploited this idea to this extent before, even though the reflection is natural and several authors used it to some degree [Tol83, Tro87, Nit09a] or at least mentioned the possibility [BH91].

The other sections of Chapter 3 serve the purpose of providing large classes of examples for the theory of Chapter 4. In fact, in Chapter 4 we will assume that for every right hand side there exists a solution and that the solution depends on the right hand side in a Hölder continuous way. As for existence, in Section 3.2 we use the Lax-Milgram lemma to show that in the linear case we always have a solution. For the quasilinear case we use the theory of monotone operators. In both cases, an estimate for the norm of the solution in terms of the right hand side is automatic, and this will be used later.

In Section 3.3 we ask whether the solution depends on the right hand side in a Hölder continuous way. For linear equations, this is of course automatic, and we make this explicit in Subsection 3.3.1. For quasilinear equations, on the other hand, we obtain only partial results. Surprisingly, also in the literature not much can be found on this topic. Regarding an estimate for the difference of the gradients, confer the articles of Mingione [Min07], Kristensen and Mingione [KM08], and Duzaar, Kristensen, and Mingione [DKM07]. Biegert [Bie10] has a preprint where he proves locally Hölder continuous dependence for the $m$-Laplace equation. However, his proof works not for the whole range $m \in (1, \infty)$, but only if $m$ is not too close to 1. This manuscript borrows some of his ideas, which can also be found in an article by Cheng [Che98]. The simple idea due to Lê [Lê07] which was mentioned before is applied in Corollary 3.3.19 in order to obtain locally Hölder continuous dependence. However, the nonlinear interpolation that we want to apply needs more precise information about the exponents that is not provided by Lê’s method. Still, it is a remarkable fact that in all situations considered here we have locally Hölder continuous dependence for some exponent, and this fact is important also for the study of the parabolic problems.

In Subsection 3.3.2, we reduce certain very regular equations to the linear case by differentiation. More precisely, whenever $u$ and $v$ solve a quasilinear equation for different right hand sides and the coefficients of the equation are differentiable, then their difference solves a linear equation, where the new right hand side is the difference of the original right hand sides and the new coefficients are the derivatives of the original coefficients, but depend on $u$ and $v$ and their derivatives. If we want to benefit from this representation, we need control over the new coefficients. So either the derivatives of the coefficients have to be suitably bounded like in our model case

$$A(x, u, \nabla u) = (1 + \arctan(|\nabla u|^2)) \nabla u$$

or we need good estimates for the functions and their derivatives. Both alternatives are pursued in Subsection 3.3.2.

Finally, Subsection 3.3.3 features an entirely different approach to continuous dependence on the right hand side. If the coefficients are uniformly monotonic in a sense that
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will be made precise, it is trivial consequence that the resolvent is Hölder continuous. In fact, this argument is standard for the \( m \)-Laplace operator for \( m \geq 2 \), see for example the article by Biegert and Warma [BW09]. However, we never have this uniform monotonicity for \( m < 2 \) and therefore we need a somewhat different idea in this case. Still, under a natural assumption that is satisfied for the \( m \)-Laplace operator, a similar, but technically more difficult strategy works and gives even Lipschitz continuous dependence. However, this result is still worse than the Hölder continuous dependence for \( m \geq 2 \) regarding its relation to the growth behavior of the solution in dependence of the right hand side. This statement will become clear in Section 4.2 when we apply the nonlinear interpolation result. The idea for the proof in the case \( m < 2 \) is strongly motivated by Biegert’s calculations [Bie10].

In Chapter 4, in principle we repeat the program of Chapter 3 for Robin boundary conditions. The focus is strictly on the regularity since on the one hand this was the main motivation from the beginning, and on the other hand the arguments for existence and continuous dependence are very similar to those for the Neumann problem. In fact, Section 4.1 contains only a short summary of what changes in the existence proof in the monotone and the linear case when we consider Robin boundary conditions, and the continuous dependence is entirely omitted.

The interesting part is the Hölder continuity of solutions, treated in Section 4.2. Our results seem to be new, at least in the nonlinear case. Weaker version of this result in the linear case can be found in [BH91, War06, Dan09, AR97], whereas a stronger result is due to Griepentrog and Recke [GR01]. In Section 4.2 we attack the problem on a rather abstract level in comparison to Chapter 3. In fact, we assume a certain well-posedness and regularity behavior of the corresponding Neumann problem in order to deduce Hölder regularity of the solutions of the Robin problem. More precisely, we show that the Robin term can be regarded as a regular inhomogeneity of the Neumann problem. For this, we have to prove that the solution of the Robin problem has a sufficiently regular trace, which we achieve by a bootstrapping procedure based on nonlinear interpolation. For \( m \geq 2 \), the result is satisfactory and the exponents that appear in the calculations are rather natural. Unfortunately, for \( m < 2 \) the exponents turn out to be quite a mess. Moreover, the strategy fails if \( m \) is too small compared to the dimension of the space. Still, the admissible range for \( m \) is larger than it is usual in these situations, compare for example [Bie10] and see also Remark 4.2.15. But the complicated expression for the lower bound of admissible \( m \) can be regarded as an indication that there is still room for improvements. For our prime example, the \( m \)-Laplace operator with \( m < 2 \), we could circumvent this whole problem by quoting an article by Daners and Drábek [DD09] who prove boundedness of \( u \) by Moser’s iteration method, see Remark 4.2.17.

Finally, in Chapter 5 we discuss Robin and Wentzell-Robin parabolic equations as an application of the elliptic regularity result. These problems have been extensively studied, in particular from a semigroup perspective, and the articles [AtE97, Dan00b, AW03, AMPR03, CFG+08] constitute merely a small assortment of research articles on that topic. We use semigroup theory to show that linear parabolic problems with
Robin or Wentzell-Robin boundary conditions are well-posed in the space $C(\Omega)$ if $\Omega$ is a bounded Lipschitz domain. By this we mean that for continuous initial data the solution is continuous in time and space. Weaker versions of this result can be found in various articles [BH91, FT95, FGGR02, Eng03, War06], but for arbitrary elliptic operators this seems to be due to the author, see also [Nit09b]. Our strategy is similar to Warma’s [War06] who considered the Laplace operator only.

We start with the parabolic Robin problem

$$
\begin{aligned}
\dot{u}(t, x) &= -Lu(t, x), \quad t > 0, \quad x \in \Omega, \\
\frac{\partial u}{\partial \nu_L}(t, z) + \beta u(t, z) &= 0, \quad t \geq 0, \quad z \in \partial \Omega, \\
u(0, x) &= u_0(x), \quad x \in \Omega
\end{aligned}
$$

in Section 5.1. Here, $L$ denotes a second order, linear, divergence form elliptic operator with bounded coefficients. First, we need to know that the corresponding semigroup is well-defined and bounded on $L^\infty(\Omega)$. In most cases, this is easily shown by the Beurling-Deny criterion, compare [AtE97], but for arbitrary coefficients this is a delicate matter. Fortunately, a result by Daners [Dan00a] tells us that the semigroup satisfies Gaussian estimates, which easily implies boundedness in $L^\infty(\Omega)$. We show that the continuous functions are invariant under the resolvent of the elliptic operator, which is an easy consequence of the results in Chapter 4, and that the part of the operator in the space of continuous functions is densely defined, which is also a consequence of the results in Chapter 4, but needs a rather careful analysis and the full power of the linear results. More precisely, we have to admit distributions as right hand sides.

In Section 5.2, we study the parabolic Wentzell-Robin problem

$$
\begin{aligned}
\dot{u}(t, x) &= -Lu(t, x), \quad t > 0, \quad x \in \Omega, \\
-Lu(t, z) + \gamma \frac{\partial u(t, x)}{\partial \nu_L} + \beta u(t, z) &= 0, \quad t > 0, \quad z \in \partial \Omega, \\
u(0, x) &= u_0(x), \quad x \in \Omega.
\end{aligned}
$$

We follow the strategy due to Arendt, Metafune, Pallara, and Romanelli [AMPR03] and attack this problem by form methods. Then the same strategy as for the Robin problem works with only minor changes, apart from the fact that we do not have Gaussian estimates. As a substitute, we use the Beurling-Deny criteria to obtain boundedness of the semigroup on $L^\infty$, which works in fact in more cases than for Robin boundary conditions. However, for this to work we have to introduce the unsatisfactory condition that the first order coefficients of the operator are Lipschitz continuous. This is of course no severe restriction, but it is nevertheless surprising, in particular because we need no regularity assumptions on the second order coefficients.

We conclude Section 5.2 by the observation that quasi-contractiveness of the Wentzell-Robin semigroup in $L^p$, $p \in [1, \infty]$, can by a witty trick be obtained from the corresponding property of the Robin semigroup. This seems to be new, and it extends a result due to Favini, Goldstein, Goldstein, and Romanelli [FGGR08].
In Section 5.3 we deal with quasilinear parabolic problems. If the domain, the coefficients, and the initial data are smooth, it is known that the solution of such a parabolic problem is jointly Hölder continuous in its time and space variables, and one has control over the gradient, see [DiB93]. If the boundary is only Lipschitz regular and the initial function is only continuous, we still expect the solution to be jointly continuous, and in fact this can be proved with the help of the elliptic results. To keep things reasonably simple, we examine only the parabolic problems arising from the two model operators (1.4) and (1.5) with Robin boundary conditions. The same strategy as for the linear case allows us to prove that the problem is well-posed in the space $C(\Omega)$.

For Robin and even for Neumann problems on Lipschitz domains this seems to be new.

I wish to conclude this introduction by expressing my sincere gratitude to everybody who supported me during my studies and the work on this manuscript. Of course it is not possible to mention every single person who deserves it, so I restrict myself to the ones that are most closely related to the work on this thesis.
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In this chapter we collect several tools that will be needed later. Most of the material of
the first few sections is standard. It is included for easier reference, self-containedness,
and to establish a common language. The common link between all the results of this
chapter is that they are preparatory for the main results, which are contained in the
later chapters.

In Sections 2.1 to 2.4, the basic analytic notions are summarized. Since the reader
is assumed to be familiar with most of this content, the theorems are used in the
sequel without further reference. This collection of results mainly serves the purpose
to define what we understand here by several terms that might be used ambiguously in
the literature. Sections 2.5 to 2.9 contain more specialized results that might not be
common knowledge. Here, sketches of the proofs are included if this was possible with
reasonable effort.

Throughout, all functions will be real-valued. The variable \( N \in \mathbb{N} \) will be the dimension
of the underlying Euclidean space. Except for some examples that for simplicity will be
set up in one dimension, in the whole manuscript we will assume that \( N \geq 2 \). On the
one hand, this is because the situation \( N = 1 \) is trivial for the main theorems. On the
other hand, some expressions in the statements of the theorems would not be defined
for \( N = 1 \), so we would have to distinguish that case from the others. To a certain
degree, the same is true for \( N = 2 \). However, since this case is more important than
\( N = 1 \), it will always be included.

### 2.1 Estimates

In this section we present some technical estimates. The first three are well known.
They are included here nonetheless since usually less general versions are associated
with the respective names.

**Lemma 2.1.1** (Young’s inequality, general version). Let \( N \in \mathbb{N} \), let \( p_i \in [1, \infty) \),
\( i = 1, \ldots, N \), be such that \( \sum_{i=1}^{N} \frac{1}{p_i} = 1 \), and let \( c_i > 0 \) be such that \( \prod_{i=1}^{N} c_i = 1 \). Then
\[
\prod_{i=1}^{N} a_i \leq \sum_{i=1}^{N} \frac{c_i^{p_i}}{p_i} a_i^{p_i}
\]
for all non-negative real numbers \( a_i \), \( i = 1, \ldots, N \).
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Theorem 2.1.2 (Hölder’s inequality, general version). Let \((\Omega, \mu)\) be a measure space, \(N \in \mathbb{N}, p_i \in [1, \infty], i = 1, \ldots, N,\) and \(\sum_{i=1}^{N} \frac{1}{p_i} = \frac{1}{r}\) with \(r \geq 1.\) If \(f_i \in L^{p_i}(\Omega), i = 1, \ldots, N,\) then \(\prod_{i=1}^{N} f_i \in L^{r}(\Omega)\) and
\[
\left\| \prod_{i=1}^{N} f_i \right\|_{L^{r}(\Omega)} \leq \prod_{i=1}^{N} \| f_i \|_{L^{p_i}(\Omega)}.
\]

In the case when \(N = 2\) and \(r = 1,\) we have \(\frac{1}{p_1} + \frac{1}{p_2} = 1\) in Theorem 2.1.2. The unique number \(p'\) in \([1, \infty]\) such that \(\frac{1}{p} + \frac{1}{p'} = 1\) is called the conjugate exponent of \(p.\)

Lemma 2.1.3. For all \(p \in (0, \infty)\) and \(N \in \mathbb{N},\) there exist positive constants \(\alpha\) and \(\beta\) such that
\[
\alpha \sum_{j=1}^{N} a_j^p \leq \left( \sum_{j=1}^{N} a_j \right)^p \leq \beta \sum_{j=1}^{N} a_j^p
\]
for all \(a_j \geq 0, j = 1, \ldots, N.\)

Proof. For \(a_j \geq 0\) and \(p > 0\) we have
\[
\max_{j=1,\ldots,N} a_j \leq \left( \sum_{j=1}^{N} a_j^p \right)^{1/p} \leq N^{1/p} \max_{j=1,\ldots,N} a_j.
\]
Thus the expression \(A_p := \left( \sum_{j=1}^{N} a_j^p \right)^{1/p}\) is comparable with \(\max_{j=1,\ldots,N} a_j\) for every \(p > 0,\) i.e., each one can be estimated by the other with a constant that does not depend on the \(a_j.\) Hence also \(A_p\) and \(A_1\) are comparable, which implies (2.1.1). \(\square\)

The last two estimates of this section are sophisticated. Both are often used in the context of degenerate quasi-linear differential equations, but frequently without proof. The first one gives the more precise information where both apply, but it is valid only for \(m \geq 2,\) whereas the other one holds for \(m > 1.\)

Lemma 2.1.4 ([DiB93, Lemma I.4.4]). Let \(N \in \mathbb{N}\) and \(m \in [2, \infty).\) There exists \(\gamma > 0\) such that
\[
(a - b) \cdot (|a|^{m-2}a - |b|^{m-2}b) \geq \gamma |a - b|^m
\]
for all \(a\) and \(b\) in \(\mathbb{R}^N.\)

Proof. For \(m = 2,\) the estimate is trivial for \(\gamma = 1.\) Hence we may assume \(m > 2\) for the proof.

Then, by the chain rule, the function \(f(x) := |x|^{m-2} = (|x|^2)^{m/2 - 1}\) is differentiable on \(\mathbb{R}^N\) with derivative \(\nabla f(x) = (m - 2)|x|^{m-4}x^T.\) Hence, by the fundamental theorem of
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calculus, the product rule, and the chain rule,

\[(a - b)(|a|^{m-2}a - |b|^{m-2}b) = \int_0^1 \frac{d}{ds} \left( |sa + (1-s)b|^{m-2}(sa + (1-s)b) \right) \cdot (a - b) \, ds\]

\[= \int_0^1 |sa + (1-s)b|^{m-2}|a - b|^2 \, ds\]

\[+ (m-2) \int_0^1 |sa + (1-s)b|^{m-4} (sa + (1-s)b \cdot a - b)^2 \, ds\]

for all \(a, b \in \mathbb{R}^N\). Since the second summand is positive,

\[(a - b) \cdot (|a|^{m-2}a - |b|^{m-2}b) \geq \int_0^1 |sa + (1-s)b|^{m-2}|a - b|^2 \, ds\]

(2.1.3)

for all \(a\) and \(b\) in \(\mathbb{R}^N\).

Let \(a\) and \(b\) be arbitrary vectors in \(\mathbb{R}^N\). We distinguish two cases. If \(|a| \geq |b - a|\), then

\[|sa + (1-s)b| \geq |a| - (1-s)|a - b| \geq s|a - b|,\]

hence (2.1.2) follows from (2.1.4) with \(\gamma = \int_0^1 s^{m-2} \, ds = \frac{1}{m-1}\).

So now assume that \(|a| < |b - a|\). Then

\[|sa + (1-s)b| \leq (1-s)|a - b| + |a| \leq (2 - s)|a - b|,\]

hence

\[|a - b|^2 \int_0^1 |sa + (1-s)b|^{m-2} \, ds \geq \int_0^1 |sa + (1-s)b|^{m-2} \, ds \geq \frac{1}{4} \left( \int_0^1 |sa + (1-s)b|^2 \, ds \right)^{m/2}\]

by Hölder’s inequality. Thus, by (2.1.4),

\[(a - b) \cdot (|a|^{m-2}a - |b|^{m-2}b) \geq \frac{1}{4} \left( \int_0^1 |sa + (1-s)b|^2 \, ds \right)^{m/2}\]

(2.1.5)

Finally, since by Cauchy’s inequality and Young’s inequality we have \(2|a \cdot b| \leq |a|^2 + |b|^2\) and hence

\[|a|^2 + a \cdot b + |b|^2 \geq \frac{1}{2}(|a|^2 + |b|^2) \geq \frac{1}{4}(|a|^2 - 2a \cdot b + |b|^2) = \frac{1}{4}|a - b|^2,\]

we obtain from (2.1.5) that (2.1.2) holds for \(|a| < |b - a|\) with \(\gamma = \frac{1}{4} \cdot \frac{3m}{2} \cdot \frac{1}{4m/2}\).
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Thus taking $\gamma$ to be the smaller of the constants in the two cases, we deduce that (2.1.2) holds for all $a, b \in \mathbb{R}^N$.

**Lemma 2.1.5 ([Lin90, Appendix]).** Let $N \in \mathbb{N}$ and $m \in (1, 2]$. There exists $\gamma > 0$ such that

$$
(a - b) \cdot (|a|^{m-2}a - |b|^{m-2}b) \geq \gamma (|a| + |b|)^{m-2}|a - b|^2
$$

for all $a$ and $b$ in $\mathbb{R}^N$.

**Proof.** For all $a$ and $b$ in $\mathbb{R}^N$ we have $|a - b|^2 \leq (|a| + |b|)^2$, hence

$$(|a| + |b|)^{m-2}|a - b|^2 \leq (|a| + |b|)^m.$$ 

Thus the right hand side of (2.1.6) can be continuously extended into $a = b = 0$ by zero. By continuity, it suffices to show the estimate for $a$ and $b$ in a dense subset of $\mathbb{R}^N \times \mathbb{R}^N$. Thus for the proof we can assume that zero is not on the line segment joining $a$ and $b$.

In this situation, (2.1.3) remains valid. Thus, by the Cauchy-Schwarz inequality,

$$(a - b) \cdot (|a|^{m-2}a - |b|^{m-2}b) \geq (m - 1) \int_0^1 |sa + (1 - s)b|^{m-2} ds |a - b|^2.$$ 

Since

$$|sa + (1 - s)b|^{m-2} \geq (|a| + |b|)^{m-2}$$

for all $s \in [0, 1]$, estimate (2.1.6) is satisfied for $\gamma = m - 1$. 

2.2 Function spaces

In this section, we lay down the notation for various spaces of functions and their corresponding norms. Moreover, we recall some basic rules of real calculus for such functions. More information on Sobolev and Hölder spaces can be found in any textbook about partial differential equations. For a more detailed analysis of Sobolev functions, we refer to Ziemer [Zie89]. More information about geometric measure theory, like the change of variable formula, can be found in the books by Federer [Fed69] or Evans and Gariepy [EG92].

**Definition 2.2.1 (Continuously differentiable functions).** Let $\Omega \subset \mathbb{R}^N$ be an open set. For $k \in \mathbb{N}_0$, we denote by $C^k(\Omega)$ the set of functions $u$ in $C^k(\Omega)$ such that $u$ and all of its partial derivatives of order up to $k$ have continuous extensions to $\overline{\Omega}$. For $u \in C^k(\Omega)$ we say that $u$ is $k$ times continuously differentiable on the topological closure $\overline{\Omega}$ of $\Omega$ or that $u$ is $k$ times continuously differentiable up to the topological boundary $\partial \Omega$ of $\Omega$.

For such functions we do not distinguish between $u$ itself and its continuous extension to $\overline{\Omega}$. Moreover, we set $C^\infty(\Omega) := \bigcap_{k=0}^\infty C^k(\overline{\Omega})$. We say that a (continuous) function $u$ has compact support in $\Omega$ if the set $\{u \neq 0\}$ is relatively compact in the relative
topology of $\Omega$, which is the same as to say that $u$ vanishes outside a compact subset of $\Omega$. We write $C^k_c(\Omega)$, $k \in \mathbb{N}_0 \cup \{\infty\}$, for the functions in $C^k(\Omega)$ that have compact support in $\Omega$. In particular, $C^k_c(\Omega)$ is a subset of $C^k(\Omega)$.

It is clear from the definition that if $\omega$ is an open subset of $\Omega$, then for every $k \in \mathbb{N}_0 \cup \{\infty\}$ the restriction $u|_\omega$ of functions $u$ in $C^k(\Omega)$ to $\omega$ is in $C^k(\omega)$.

**Definition 2.2.2** (Hölder continuous functions). Let $\Omega \subset \mathbb{R}^N$ be open and bounded, and let $\alpha \in (0, 1]$. We say that a function $u$ on $\Omega$ is Hölder continuous with exponent $\alpha$ and Hölder constant $c \geq 0$ if $|u(x) - u(y)| \leq c|x - y|^\alpha$ for all $x, y \in \Omega$. Then $u \in C^\alpha(\Omega)$, and in particular $u$ is bounded. The set $C^{0, \alpha}(\Omega)$ of all Hölder continuous functions on $\Omega$ with exponent $\alpha$, equipped with the norm

$$
\|u\|_{C^{0, \alpha}(\Omega)} := \|u\|_{L^\infty(\Omega)} + \sup_{x \neq y} \frac{|u(x) - u(y)|}{|x - y|^\alpha},
$$

is a Banach space. Functions in $C^{0, 1}(\Omega)$ are also called Lipschitz continuous.

**Theorem 2.2.3** (Change of variables, [Fed69, Theorems 3.1.6 and 3.2.5]). Let $E$ and $F$ be measurable subsets of $\mathbb{R}^N$, let $T$ be a Lipschitz continuous bijective mapping from $E$ to $F$, and let $u$ be an integrable function on $F$. Then $T$ is differentiable almost everywhere, and

$$
\int_F u = \int_E u(Tx) |\det(T'(x))| \, dx,
$$

where in particular the integral on the right hand side exists.

**Definition 2.2.4** (Weakly differentiable functions). Let $\Omega \subset \mathbb{R}^N$ be open. We say that a function $u \in L^1_{\text{loc}}(\Omega)$ is weakly differentiable if there exist functions $v_j$, $j = 1, \ldots, N$, in $L^1_{\text{loc}}(\Omega)$ such that $v_j$ is the distributional derivative of $u$ with respect to $x_j$, i.e.,

$$
\int_\Omega u \frac{\partial \varphi}{\partial x_j} = -\int_\Omega v_j \varphi \quad \text{for all } \varphi \in C^\infty_c(\Omega).
$$

In this case we write $D_j u := v_j$ and call the row vector $\nabla u := (D_1 u, \ldots, D_N u)$ the weak derivative or (weak) gradient of $u$. The set of all functions $u$ in $L^1_{\text{loc}}(\Omega)$ that are weakly differentiable is denoted by $W^{1,1}_{\text{loc}}(\Omega)$. Every function in $u \in C^1(\Omega)$ is weakly differentiable, and we often write $D_j u$ also for the classical derivatives, which coincide with the weak derivatives. We write $W^{1,p}(\Omega)$ for the set of all weakly differentiable functions $u$ in $L^p(\Omega)$ such that $\nabla u$ is in $L^p(\Omega)$. Equipped with the norm

$$
\|u\|_{W^{1,p}(\Omega)} := \left( \|u\|_{L^p(\Omega)}^p + \sum_{j=1}^N \|D_j u\|_{L^p(\Omega)}^p \right)^{1/p}, \quad \max(\|u\|_{L^\infty(\Omega)}, \|D_1 u\|_{L^\infty(\Omega)}, \ldots, \|D_N u\|_{L^\infty(\Omega)}), \quad p \in [1, \infty),
$$

the Sobolev space $W^{1,p}(\Omega)$ is a Banach space, and for $p = 2$ even a Hilbert space for the obvious scalar product. If $1 < p < \infty$, the space $W^{1,p}(\Omega)$ is reflexive. The closure
Theorem 2.2.5 (Chain rule, [Zie89, Theorem 2.2.2]). Let $U$ and $V$ be open subsets of $\mathbb{R}^N$, let $u$ be a function in $W^{1,p}(V)$, $p \in [1, \infty]$, and let $T: U \to V$ be a bi-Lipschitz function, i.e., $T$ is bijective from $U$ to $V$ and $T$ and its inverse $T^{-1}$ are Lipschitz continuous functions. Then $T$ is differentiable almost everywhere, $u \circ T$ is in $W^{1,p}(U)$, and

$$\nabla(u \circ T) = (\nabla u \circ T) T'$$

almost everywhere.

Lemma 2.2.6 ([Zie89, Theorem 2.1.11]). Let $\Omega \subset \mathbb{R}^N$ be a bounded open set. Let $f: \mathbb{R} \to \mathbb{R}$ be Lipschitz continuous and $u \in W^{1,p}(\Omega)$, $p \in [1, \infty]$. Then $f \circ u \in W^{1,p}(\Omega)$ with weak derivative

$$\nabla(f \circ u) = (f' \circ u) \nabla u$$

almost everywhere.

Lemma 2.2.7. Let $(\Omega, \mu)$ be a $\sigma$-finite measure space. Let $u: [0, 1] \times \Omega \to \mathbb{R}^N$ be measurable. Assume that $u(\cdot, x)$ is continuously differentiable on $[0, 1]$ for almost every $x \in \Omega$, and assume that there exists $\psi \in L^1(\Omega)$ such that the partial derivative $u_t$ of $u$ with respect to $t$ satisfies $|u_t(t, x)| \leq \psi(x)$ for all $t \in [0, 1]$ and almost every $x \in \Omega$. Let $g$ be a measurable function on $\Omega \times \mathbb{R}^N$ such that there exists $L \geq 0$ with the property that for almost every $x \in \Omega$ the function $z \mapsto g(x, z)$ is Lipschitz continuous on $\mathbb{R}^N$ with Lipschitz constant at most $L$. Then the integral

$$I(t) := \int_{\Omega} g(x, u(t, x)) \, dx$$

exists for all $t \in [0, 1]$ and $I$ is a function in $W^{1,1}(0, 1)$ with weak derivative

$$I'(t) = \int_{\Omega} \nabla_z g(x, u(t, x)) \, u_t(t, x) \, dx$$

for almost every $t \in [0, 1]$.

Proof. For almost every $x \in \Omega$, the function $g(x, u(\cdot, x))$ is Lipschitz continuous, and its derivative equals

$$w(t, x) := \nabla_z g(x, u(t, x)) \, u_t(t, x)$$

for almost every $t \in [0, 1]$. Thus

$$g(x, u(t, x)) = g(x, u(0, x)) + \int_0^t w(s, x) \, ds$$

(2.2.2)

for every $t \in [0, 1]$ and almost every $x \in \Omega$. By assumption, $|w(x, t)| \leq L \psi(x)$ for all $t \in [0, 1]$ and almost every $x \in \Omega$. Hence $w$ is integrable over $[0, 1] \times \Omega$ with respect to
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the product measure. Integrating (2.2.2) over $\Omega$ and applying Fubini’s theorem, we obtain that

$$I(t) = \int_{\Omega} g(x, u(0, x)) dx + \int_{0}^{t} \int_{\Omega} w(s, x) dx ds$$

for all $t \in [0, 1]$. Thus the integral in the definition of $I(t)$ exists and $I$ is in $W^{1,1}(0, 1)$ with weak derivative

$$I'(t) = \int_{\Omega} w(t, x) dx$$

for almost every $t \in [0, 1]$. □

2.3 Lipschitz domains

It is well understood that many properties of solutions of partial differential equations, in particular their regularity, depend on the smoothness of the boundary of the underlying Euclidean domain. For applications, the most important class of domains are those with Lipschitz boundary, and in particular polygons. Fortunately, several important theorems for smooth domains remain valid for Lipschitz domains, which makes it possible to develop a satisfactory theory in this setting. Here we quote some results that will be needed later.

**Definition 2.3.1.** A subset $\Omega$ of $\mathbb{R}^N$ is called a (bounded) Lipschitz domain if $\Omega$ is open and bounded and for every $z \in \partial \Omega$ there exist an orthogonal matrix $O$, a radius $r > 0$, and a Lipschitz continuous real-valued function $\psi$ on $\mathbb{R}^N - z$ such that for the neighborhood

$$G := \{(y, \psi(y) + s) : y \in B(0, r) \subset \mathbb{R}^{N-1}, s \in (-r, r)\}$$

of zero we are in the situation that

$$O(\Omega - z) \cap G = \{(y, \psi(y) + s) : y \in B(0, r) \subset \mathbb{R}^{N-1}, s \in (0, r)\}.$$

Thus, colloquially speaking, an open, bounded subset $\Omega$ of $\mathbb{R}^N$ is a Lipschitz domain if locally, after rotation, it can be represented as the epigraph of a Lipschitz continuous function on $\mathbb{R}^{N-1}$.

**Remark 2.3.2.** Similarly, we say that $\Omega \subset \mathbb{R}^N$ is of class $C^k$, $k \in \mathbb{N}_0$, if in Definition 2.3.1 we require $\psi$ to be in $C^k(\mathbb{R}^{N-1})$ instead of being Lipschitz continuous.

**Definition 2.3.3.** Let $\Omega$ and $\Omega'$ be open subsets of $\mathbb{R}^N$. We say that $\Omega'$ is relatively compact in $\Omega$ if $\Omega'$ is relatively compact in $\Omega$ with respect to the relative topology of $\Omega$, i.e., if there exists a compact set $K$ such that $\Omega' \subset K \subset \Omega$. This is equivalent to saying that $\Omega'$ is a bounded subset of $\Omega$ whose closure is still contained in $\Omega$.

**Definition 2.3.4 (Outer normal).** Let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain. Fix
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Let \( z \in \partial \Omega \) and let \( r, O, G, \) and \( \psi \) be defined as in Definition 2.3.1. For \( y \in B(0, r) \) we set

\[
\nu(O^{-1}(y, \psi(y)) + z) := \begin{cases} 
\frac{1}{((\nabla \psi(y))^T \cdot 1)^{1/2}} O^{-1} \left( \nabla \psi(y)^T \right)^{-1} & \text{if } \psi \text{ is differentiable at } y, \\
0 & \text{otherwise}. 
\end{cases}
\]

Since this definition is independent of the choice of local coordinates, we have in this way defined a function \( \nu: \partial \Omega \to \mathbb{R}^N \) with \( |\nu(z)| \leq 1 \) for all \( z \in \partial \Omega \). This function \( \nu \) is called the outer (unit) normal of \( \Omega \).

Geometrically, \( \nu(z) \) is the normalized vector that is orthogonal to the tangent plane to \( \Omega \) at \( z \) wherever a unique tangent plane exists, pointing outwards from \( \Omega \). This geometric interpretation makes sense only because \( \Omega \), being a Lipschitz domain, is not too ill-behaved at the boundary. Nevertheless, for general domains, there is still a sensible notion of an exterior normal \[\text{Fed69, §4.5.5}\], but we will not need this here.

Theorem 2.3.5 (Divergence theorem, [EG92, §4.3]). Let \( \Omega \) be a bounded Lipschitz domain. Then there exists a unique finite Borel measure \( \sigma \) on \( \partial \Omega \) such that

\[
\int_{\Omega} u \, \text{div } h = \int_{\partial \Omega} u \,(h \cdot \nu) \, d\sigma - \int_{\Omega} \nabla u \, h \quad \text{(2.3.1)}
\]

holds for all \( u \in C^{1}(\Omega) \) and \( h \in C^{1}(\overline{\Omega}; \mathbb{R}^N) \), where \( \text{div } h := \sum_{j=1}^{N} D_j h_j \) denotes the divergence of the vector field \( h \) and \( \nu \) is the outer normal of \( \Omega \). We call \( \sigma \) the surface measure of \( \Omega \). We agree that integrals over \( \partial \Omega \) are always to be understood to be taken with respect to the surface measure and usually suppress it in the notation of boundary integrals. As a consequence of (2.3.1), we obtain the rule

\[
\int_{\Omega} u \, D_j v = \int_{\partial \Omega} u \nu_j v - \int_{\Omega} D_j u \, v \quad \text{(2.3.2)}
\]

for \( u \) and \( v \) in \( C^{1}(\Omega) \).

Theorem 2.3.6 (Approximation by smooth functions, [EG92, §4.2.1], [Maz85, §1.1.6]). Let \( \Omega \) be a bounded domain with continuous boundary, for example a bounded Lipschitz domain. Then \( C^\infty(\Omega) \) is dense in \( W^{1,p}(\Omega) \) for every \( p \in [1, \infty) \).

Theorem 2.3.7 (Trace operator, [EG92, §4.3]). Let \( \Omega \) be a bounded Lipschitz domain. Then for every \( p \in [1, \infty] \), there exists a continuous linear operator \( T \) from \( W^{1,p}(\Omega) \) to \( L^p(\partial \Omega) \) called the trace operator such that \( Tu = u|_{\partial \Omega} \) for all \( u \) in \( C(\overline{\Omega}) \cap W^{1,p}(\Omega) \). We usually write \( u|_{\partial \Omega} := Tu \) for \( u \in W^{1,p}(\Omega) \).

Since \( C(\overline{\Omega}) \cap W^{1,p}(\Omega) \) is dense in \( W^{1,p}(\Omega) \) by Theorem 2.3.6, the trace operator in Theorem 2.3.7 is unique.

Remark 2.3.8. By density of \( C^{1}(\overline{\Omega}) \) and continuity of the trace operator, an approximation argument shows that (2.3.1) and (2.3.2) remain true if \( u \in W^{1,p}(\Omega) \), \( h \in W^{1,p}(\Omega; \mathbb{R}^N) \), and \( v \in W^{1,p}(\Omega) \) for some \( p \in [1, \infty) \).
2.3 Lipschitz domains

The following two special cases of the Sobolev embedding theorems are widely known. They are contained among the results in Section 1.4 of Grisvard’s book [Gri85].

**Theorem 2.3.9.** Let $\Omega$ be a bounded Lipschitz domain, and let $p \in [1, \infty)$. Then $W^{1,p}(\Omega)$ embeds continuously into $L^{Np/(N-p)}(\Omega)$ if $p < N$, into $L^r(\Omega)$ for every $r < \infty$ if $p = N$, and into $C^{0,\alpha}(\Omega)$ for some $\alpha \in (0, 1)$ if $p > N$. The latter two embeddings are compact (possibly only after shrinking $\alpha$). For $p < N$, the space $W^{1,p}(\Omega)$ embeds compactly into $L^r(\Omega)$ for every $r < \frac{Np}{N-p}$.

**Theorem 2.3.10.** Let $\Omega$ be a bounded Lipschitz domain, and let $p \in [1, \infty)$. The trace operator is continuous from $W^{1,p}(\Omega)$ to $L^{(N-1)p/(N-p)}(\partial \Omega)$ if $p < N$, to $L^r(\partial \Omega)$ for every $r < \infty$ if $p = N$, and to $C(\partial \Omega)$ if $p > N$. The operator is compact in the latter two cases. For $p < N$, it is compact from $W^{1,p}(\Omega)$ to $L^r(\partial \Omega)$ for every $r < \frac{(N-1)p}{N-p}$.

In the limit case as $p = \infty$ and $\alpha = 1$, the embedding in Theorem 2.3.9 becomes even an equality of spaces.

**Proposition 2.3.11.** If $\Omega$ is a bounded Lipschitz domain, then $W^{1,\infty}(\Omega) = C^{0,1}(\Omega)$, and the weak derivative equals the classical derivative almost everywhere.

**Proof.** We have that $W^{1,\infty}(\mathbb{R}^N) = C^{0,1}(\mathbb{R})$ [EG92, §6.2], that every function in $W^{1,\infty}(\Omega)$ has an extension to a function in $W^{1,\infty}(\mathbb{R}^N)$ [Ste70, §3.1], and that for every Lipschitz continuous function on $\Omega$ there exists a Lipschitz continuous extension to $\mathbb{R}^N$ [Fed69, Theorem 2.10.43]. Since the restriction of a Lipschitz continuous function is Lipschitz continuous and the restriction of a function in $W^{1,\infty}(\mathbb{R}^N)$ to $\Omega$ is in $W^{1,\infty}(\Omega)$, this proves the claim.

The following lemma constitutes a nice tool for later application. Daners [Dan09] used this very elementary observation to show that for partial differential equations with Robin boundary conditions on Lipschitz domains it is no loss of generality to assume that the Robin term is positive. We will use this argument in Lemma 5.1.4. However, the main application of this lemma in the proof of Lemma 5.1.6 will be completely unrelated to this argument. Since the result is not common knowledge, we include the proof.

**Lemma 2.3.12 ([Dan09, Lemma 3.2]).** Let $\Omega$ be a bounded Lipschitz domain with outer normal $\nu$. There exists a smooth vector field $h \in C^\infty(\mathbb{R}^N; \mathbb{R}^N)$ such that $h \cdot \nu \geq 1$ almost everywhere on $\partial \Omega$.

**Proof.** By compactness of $\partial \Omega$ there exist finitely many $z_j$ such that the open sets $U_j := O_j^{-1}G_j + z_j$ defined as in Definition 2.3.1 cover $\partial \Omega$. For fixed $j$, we define $h_j$ on $U_j \cap \partial \Omega$ by

$$h_j(O_j^{-1}(y, \psi_j(y)) + z_j) := O_j^{-1} \begin{pmatrix} 0 \\ -1 \end{pmatrix} \text{ for } y \in B(0, r_j).$$
Then, since $O_j$ is orthogonal and since all the functions $\nabla \psi_j$ are bounded, there exists $\varepsilon_0 > 0$ such that
\[
(h_j \cdot \nu)(O^{-1}(y, \psi(y)) + z) = \frac{1}{(|\nabla \psi_j(y)|^2 + 1)^{1/2}} \geq \varepsilon_0,
\]
i.e., $h_j \cdot \nu \geq \varepsilon_0$ almost everywhere on $U_j \cap \partial \Omega$.

Let $\psi_j$ be a partition of unity subordinate to $U_j$, $\psi_j \in C^\infty_c(\mathbb{R}^N; \mathbb{R}^N)$, compare for example [Zie89, Lemma 2.3.1]. Then $h := \sum_j \psi_j h_j$ is a smooth vector field such that
\[
h \cdot \nu = \sum_j \psi_j (h_j \cdot \nu) \geq \sum_j \psi_j \varepsilon_0 = \varepsilon_0
\]
almost everywhere on $\partial \Omega$. Thus $\varepsilon_0^{-1}h$ is a smooth vector field with the desired property.

2.4 Functional analysis

In many respects, functional analysis provides the appropriate language for differential equations. The reader is assumed to be familiar with its basic concepts, and for example the closed graph theorem will be used freely. The collection of results in this section shall provide an overview over the author’s terminology and introduce some results that might not be familiar to the reader.

**Definition 2.4.1.** Let $X$ and $Y$ be a Banach spaces.

(i) We say that $A$ is a **linear operator** from $X$ to $Y$ if $A$ is a linear mapping from a subspace $D(A)$ of $X$, called its **domain**, to the space $Y$.

(ii) We say that $A$ is **densely defined** if $D(A)$ is dense in $X$.

(iii) We say that $A$ is **bounded** if it maps subsets in $D(A)$ that are bounded with respect to the norm of $X$ to bounded subsets of $Y$, or, equivalently, if $A$ is continuous. Then there exists a unique bounded extension of $A$ to the closure of $D(A)$, and we identify $A$ with this extension.

(iv) We say that $A$ is **closed** if the set $\{(x, Ax) : x \in D(A)\}$ is closed in the product space $X \oplus Y$.

(v) We say that $A$ is **invertible** if $A$ is bijective from $D(A)$ to $Y$ and the inverse mapping $A^{-1}$ is bounded.

(vi) Writing $\lambda + A$ for some $\lambda \in \mathbb{R}$, we refer to the linear operator with domain $D(A)$ that maps $x$ to $\lambda x + Ax$.

(vii) We say that $\lambda \in \mathbb{R}$ is in the **resolvent set** $\rho(A)$ of $A$ if $\lambda - A$ is invertible, and we frequently write $R(\lambda, A)$ instead of $(\lambda - A)^{-1}$.
In the definition of invertibility, we do not require \( A \) itself to be bounded. Every invertible operator is closed, and by the closed graph theorem, a closed operator is invertible if and only if it is bijective.

**Lemma 2.4.2.** Let \( (\Omega, \mu) \) be a measure space and \( p, q \in [1, \infty] \). Then the intersection of the closed unit ball of \( L^p(\Omega) \) with \( L^q(\Omega) \) is a closed subset of \( L^q(\Omega) \).

**Proof.** Let \( (u_n) \) be a sequence in \( L^q(\Omega) \) that lies in the closed unit ball of \( L^p(\Omega) \) and converges to \( u \in L^q(\Omega) \) in the norm of \( L^q(\Omega) \). Passing to a subsequence, we can assume that \( (u_n) \) converges to \( u \) pointwise almost everywhere on \( \Omega \). If \( p = \infty \), this shows that \( |u| \leq 1 \) almost everywhere, i.e., that \( u \) is in the closed unit ball of \( L^p(\Omega) \). If \( p \in [1, \infty) \), by Fatou’s lemma

\[
\int \Omega |u|^p = \int \Omega \left( \liminf_{n \to \infty} |u_n| \right)^p \leq \liminf_{n \to \infty} \int \Omega |u_n|^p \leq 1,
\]

showing that \( u \) is in the closed unit ball of \( L^p(\Omega) \).

**Lemma 2.4.3.** Let \( (\Omega, \mu) \) be a measure space, let \( p \) and \( q \) be in \([1, \infty)\), and let \( r \geq 0 \). Assume \( \frac{1}{n} - \frac{r}{p} \in (0, 1) \) and let \( h : \Omega \times \mathbb{R} \to \mathbb{R} \) be a measurable function that is continuous in its second argument and satisfies

\[
|h(\omega, u)| \leq \varphi(\omega)|u|^r + \psi(\omega)
\]

for all \( u \in \mathbb{R} \) and \( \omega \in \Omega \) with non-negative functions \( \varphi \in L^{p/(r-q)}(\Omega) \) and \( \psi \in L^q(\Omega) \). Then the Nemitsky operator \( u \mapsto h(\cdot, u(\cdot)) \) is well-defined and continuous from \( L^p(\Omega) \) to \( L^q(\Omega) \).

**Proof.** Define \( H(u) := h(\cdot, u(\cdot)) \) for \( u \in L^p(\Omega) \). Then \( H(u) \) is measurable being a composition of measurable functions. Moreover,

\[
\|H(u)\|_{L^q(\Omega)} \leq \|\varphi\|_{L^{p/q'(r-q)}(\Omega)} \|u\|^r_{L^{p/r}(\Omega)} + \|\psi\|_{L^q(\Omega)} = c_1 \|u\|^r_{L^p(\Omega)} + c_2
\]

for some positive constants \( c_1 \) and \( c_2 \) by Minkowski’s and Hölder’s inequalities. Thus \( H(u) \in L^q(\Omega) \) for \( u \in L^p(\Omega) \), proving that the Nemitsky operator is well-defined.

Now let \( (u_n) \) be a sequence in \( L^p(\Omega) \) that converges in the norm of \( L^p(\Omega) \) to \( u \in L^p(\Omega) \). Passing to a subsequence, we can assume that \( (u_n) \) converges pointwise almost everywhere to \( u \) and that there exists \( v \in L^p(\Omega) \) such that \( |u_n| \leq v \) almost everywhere for all \( n \in \mathbb{N} \). Then, by continuity of \( h \), the functions \( H(u_n) \) converge pointwise almost everywhere to \( H(u) \), and \( |H(u_n)| \leq \varphi v^r + \psi \), with the right hand side being in \( L^q(\Omega) \) by (2.4.1). By Lebesgue’s dominated convergence theorem this proves that \( H(u_n) \) converges to \( H(u) \) in \( L^q(\Omega) \). In this way we see that every subsequence of \( H(u_n) \) has a subsequence which converges to \( H(u) \) in \( L^q(\Omega) \) in \( L^q(\Omega) \). Thus \( H(u_n) \) converges to \( H(u) \), proving that \( H \) is continuous.
Theorem 2.4.4 ([Zie89, Theorem 4.3.3]). Let $\Omega$ be an open subset of $\mathbb{R}^N$. Then for every bounded linear functional $\varphi$ on $W^{1,p}_0(\Omega)$, $1 \leq p < \infty$, there exist $h_0, h_1, \ldots, h_N \in L^p(\Omega)$ such that

$$\varphi(\eta) = \int_{\Omega} \eta h_0 + \sum_{j=1}^N \int_{\Omega} D_j \eta h_j$$

holds for all $\eta \in W^{1,p}_0(\Omega)$.

Proof. Via the isometry $u \mapsto (u, D_1 u, \ldots, D_N u)$ from $W^{1,p}_0(\Omega)$ to $L^p(\Omega)^{N+1}$ we can consider $W^{1,p}_0(\Omega)$ to be a closed subspace of $L^p(\Omega)^{N+1}$. With this identification, by the Hahn-Banach theorem there exists a bounded linear functional $\psi$ on $L^p(\Omega)^{N+1}$ extending $\varphi$. Since the dual space of $L^p(\Omega)$ is $L^{p'}(\Omega)$, it is easy to deduce that

$$\psi(v_0, v_1, \ldots, v_N) = \sum_{j=0}^N \int_{\Omega} v_j h_j$$

for some $h_j \in L^{p'}(\Omega)$. Restricting to $W^{1,p}_0(\Omega)$ and using the identification of functions in $W^{1,p}_0(\Omega)$ with elements of $L^p(\Omega)^{N+1}$, this is the claim. \qed

Definition 2.4.5. Let $V$ be a real Hilbert space. A mapping $a$ from $V \times V$ to $\mathbb{R}$ is called a (bilinear) form if $a$ is bilinear, i.e., linear in both of its arguments. A form $a$ is called bounded if there exists $M \geq 0$ such that $|a(u, v)| \leq M \|u\|_V \|v\|_V$ for all $u$ and $v$ in $V$, i.e., if $a$ is continuous. It is called coercive is there exists $\alpha > 0$ such that $a(u, u) \geq \alpha \|u\|_V^2$ for all $u \in V$. If $V$ is continuously embedded into another Hilbert space $H$, then $a$ is called $H$-elliptic if there exists $\omega \in \mathbb{R}$ such that the form $(u, v) \mapsto a(u, v) + \omega (u \mid v)_H$ is coercive.

The following theorem is classical. In text books the estimate that is contained in the statement is often not made explicit, even though it is implicitly proved along the way.

Theorem 2.4.6 (Lax-Milgram’s lemma, [GT01, Theorem 5.8]). Let $H$ be a Hilbert space, and let $a: H \times H \rightarrow \mathbb{R}$ be a continuous, coercive form. Then there exists a constant $c$ with the following property. If $\varphi$ is a bounded linear functional on $H$, then there exists a unique $u \in H$ such that $a(u, v) = \varphi(v)$ for all $v \in H$, and this $u$ satisfies $\|u\|_H \leq c \|\varphi\|_H$.

Lemma 2.4.7. Let $X$ be a reflexive Banach space, and let $Y$ and $Z$ be Banach spaces such that $X$ is continuously embedded into $Z$. Moreover, let $T: X \rightarrow Y$ be a linear, compact operator. Then for every $\varepsilon > 0$ there exists $c_\varepsilon \geq 0$ such that

$$\|Tx\|_Y \leq \varepsilon \|x\|_X + c_\varepsilon \|x\|_Z$$

for all $x \in X$.\[22\]
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Proof. Assume for contradiction that there exists $\varepsilon_0 > 0$ such that for every $n$ we can find $x_n \in X$ satisfying
\[ ||Tx_n||_Y > \varepsilon_0 ||x_n||_X + n ||x_n||_Z. \] (2.4.2)
Rescaling $x_n$ we can without loss of generality assume that $||x_n||_X = 1$ for all $n \in \mathbb{N}$. By reflexivity, after passing to a subsequence we can assume that $x_n \rightarrow x$ in $X$ for some $x \in X$, and thus in particular $x_n \rightarrow x$ in $Z$. Then by compactness of $T$ we obtain that $Tx_n \rightarrow Tx$ in $Y$, and in particular that $(Tx_n)$ is bounded in $Y$. Thus by (2.4.2)
\[ ||x_n||_Z < \frac{1}{n} ||Tx_n||_Y \rightarrow 0 \quad (n \rightarrow \infty). \]
Since $x_n \rightarrow x$ in $Z$, this implies that $x = 0$. Hence $Tx_n \rightarrow 0$ in $Y$, contradicting the fact that by (2.4.2) we have $\lim \inf_{n \rightarrow \infty} ||Tx_n||_Y \geq \varepsilon_0 > 0$.

We will only need the following two special cases of Lemma 2.4.7, see also Theorems 2.3.9 and 2.3.10.

Example 2.4.8. Let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain, $m \in (1, \infty)$, and $r \in (1, \infty)$. If $m < N$, assume in addition that $1 < r < \frac{Nm}{N-m}$. Then for every $\varepsilon > 0$ there exists $c_\varepsilon \geq 0$ such that
\[ ||u||_{L^r(\Omega)} \leq \varepsilon ||\nabla u||_{L^m(\Omega)} + c_\varepsilon ||u||_{L^m(\Omega)} \]
for every $u \in W^{1,m}(\Omega)$.

Example 2.4.9. Let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain, $m \in (1, \infty)$, and $r \in (1, \infty)$. If $m < N$, assume in addition that $1 < r < \frac{(N-1)m}{N-m}$. Then for every $\varepsilon > 0$ there exists $c_\varepsilon > 0$ such that
\[ ||u||_{L^r(\partial\Omega)} \leq \varepsilon ||\nabla u||_{L^m(\Omega)} + c_\varepsilon ||u||_{L^m(\Omega)} \]
for every $u \in W^{1,m}(\Omega)$.

2.5 Monotone operators

For solving non-linear equations, only few basic techniques are known, in particular when it comes to infinite dimensional spaces. A particularly powerful approach for partial differential equations is based on a monotonicity assumption on the operator, or, more generally, on the assumption that the operator is pseudo-monotone. We introduce the necessary notions in this section. Much more information can be found in Showalter’s book [Sho97].

Definition 2.5.1. Let $V$ be a Banach space and $A$ be a (not necessarily linear) operator from $V$ to the dual space $V'$. We call $A$ bounded if it maps bounded subsets of $V$ to
bounded subsets of $V'$. We call $\mathcal{A}$ monotone if
\[ \langle \mathcal{A}(u) - \mathcal{A}(v), u - v \rangle \geq 0 \]
for all $u, v \in V$. We call $\mathcal{A}$ strictly monotone if
\[ \langle \mathcal{A}(u) - \mathcal{A}(v), u - v \rangle > 0 \]
whenever $u \neq v$. We call $\mathcal{A}$ uniformly monotone if there exist $\alpha > 0$ and $p > 1$ such that
\[ \langle \mathcal{A}(u) - \mathcal{A}(v), u - v \rangle \geq \alpha \|u - v\|^p_V \]
for all $u, v \in V$. We say that $\mathcal{A}$ is coercive if
\[ \lim_{\|v\|_V \to \infty} \frac{\langle \mathcal{A}(v), v \rangle_{V', V}}{\|v\|_V} = \infty. \tag{2.5.1} \]

**Definition 2.5.2** (Pseudo-monotone operator). Let $V$ be a Banach space. An operator $\mathcal{A}: V \to V'$ is called pseudo-monotone if for every sequence $(u_n)$ satisfying
\[ u_n \rightharpoonup u \quad \text{and} \quad \limsup \langle \mathcal{A}(u_n), u_n - u \rangle_{V', V} \leq 0 \]
we have that
\[ \langle \mathcal{A}(u), u - v \rangle_{V', V} \leq \liminf \langle \mathcal{A}(u_n), u_n - v \rangle_{V', V} \]
for all $v \in V$.

Under a very mild additional regularity condition a monotone operator is pseudo-monotone. In this sense, pseudo-monotone operators are a generalization of monotone operators.

**Proposition 2.5.3** ([Sho97, Proposition II.2.3]). Let $V$ be a Banach space and let $\mathcal{A}: V \to V'$ be a monotone operator. If in addition $\mathcal{A}$ is hemicontinuous, i.e., continuous along straight lines, then $\mathcal{A}$ is pseudo-monotone.

Unlike the class of monotone operators, the class of pseudo-monotone operators is rather stable under small perturbations.

**Theorem 2.5.4.** Let $\mathcal{A}: V \to V'$ be pseudo-monotone and let $\mathcal{B}: V \to V'$ be completely continuous, i.e., assume that $u_n \rightharpoonup u$ in $V$ implies that $\mathcal{B}(u_n) \to \mathcal{B}(u)$ in $V'$. Then $\mathcal{A} + \mathcal{B}$ is pseudo-monotone.

**Proof.** Let $(u_n)$ be a sequence in $V$ such that
\[ u_n \rightharpoonup u \quad \text{and} \quad \limsup \langle \mathcal{A}(u_n) + \mathcal{B}(u_n), u_n - u \rangle_{V', V} \leq 0. \]
Since then $\mathcal{B}(u_n) \to \mathcal{B}(u)$, we have $\langle \mathcal{B}(u_n), u_n - u \rangle \to 0$ and hence
\[ u_n \rightharpoonup u \quad \text{and} \quad \limsup \langle \mathcal{A}(u_n), u_n - u \rangle_{V', V} \leq 0. \]
By assumption, this implies
\[
\langle A(u), u - v \rangle_{V', V} \leq \liminf \langle A(u_n), u_n - v \rangle_{V', V} \text{ for all } v \in V.
\]
But since \(\langle B(u_n), u_n - v \rangle \to \langle B(u), u - v \rangle\) for all \(v \in V\) because of \(B(u_n) \to B(u)\), this shows that
\[
\langle A(u) + B(u), u - v \rangle_{V', V} \leq \liminf \langle A(u_n) + B(u_n), u_n - v \rangle_{V', V} \text{ for all } v \in V.
\]
Thus \(A + B\) is pseudo-monotone.

\[\square\]

**Theorem 2.5.5** (Brézis, [Sho97, Theorem II.2.3]). Let \(V\) be a separable, reflexive Banach space, let \(A: V \to V'\) be a bounded, pseudo-monotone, coercive operator. Then \(A\) is surjective.

### 2.6 Interpolation theory

We start this section with a theorem that will be used to prove the continuity of certain nonlinear operators. The theorem and its corollary can be regarded as embedding results for an interpolation space between a Hölder space and a Lebesgue space, which is why it is included in this section. However, the proofs are direct and require no tools from interpolation theory.

**Theorem 2.6.1** ([Le07, Theorem 1.2]). Let \(\Omega \subset \mathbb{R}^N\) be a bounded Lipschitz domain, \(\alpha \in (0, 1]\), and \(q \in [1, \infty)\). Then there exist \(c \geq 0\) and \(\theta \in (0, 1)\) such that

\[
\|u\|_{L^q(\Omega)} \leq c \|u\|_{C^{0, \alpha}(\Omega)}^{\theta} \|u\|_{L^q(\Omega)}^{1-\theta}
\]  

(2.6.1)

for all \(u \in C^{0, \alpha}(\Omega)\).

**Proof.** It is an easy consequence of Definition 2.3.1 that \(\Omega\) satisfies an interior cone condition, i.e., that there exist a fixed opening angle \(\vartheta\) and a positive number \(r_0 > 0\) such that at every point \(x\) of \(\Omega\) we can find a truncated cone \(K(x; r_0)\) with opening angle \(\vartheta\) of height \(r_0\) lying completely inside \(\Omega\).

Now let \(u \in C^{0, \alpha}(\Omega), u \neq 0\), be arbitrary and fix \(x \in \Omega\). Then

\[
|u(x)| \leq \frac{|u(x) - u(y)|}{|x - y|^\alpha} |x - y| + |u(y)| \leq \|u\|_{C^{0, \alpha}(\Omega)} |x - y| + |u(y)|
\]

for all \(y \in \Omega\). Integrating over \(K(x; r)\) for \(r \in (0, r_0]\) with respect to \(y\) we obtain, with \(\omega\) denoting the volume of \(K(x; 1)\), that

\[
\omega r^N |u(x)| \leq \|u\|_{C^{0, \alpha}(\Omega)} \int_0^r s^\alpha \cdot N \omega r^{N-1} \, ds + (\omega r^N)^{1/\theta} \|u\|_{L^q(\Omega)};
\]
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where we changed variables to radial coordinates and used Hölder’s inequality. Thus

$$|u(x)| \leq c \left( r^\alpha \|u\|_{C^{\alpha,\alpha}} + r^{-N/q} \|u\|_{L^q(\Omega)} \right) \quad (2.6.2)$$

for all $r \leq r_0$ with some constant $c \geq 0$ that is independent of $u$, $x$, and $r$. We pick
$r_1 > 0$ such that $r_1^{\alpha+N/q} = \|u\|_{L^q(\Omega)}/\|u\|_{C^{\alpha,\alpha}(\Omega)}$ and choose $\theta := \frac{N/q}{\alpha+N/q}$. If $r_1 \leq r_0$, we can insert $r = r_1$ into (2.6.2) and obtain

$$|u(x)| \leq 2c r_1^{-N/q} \|u\|_{L^q(\Omega)} = 2c \|u\|_{C^{\alpha,\alpha}} \|u\|_{L^q(\Omega)}^{1-\theta}. \quad (2.6.2)$$

If, on the other hand, $r_1 > r_0$, i.e., $\|u\|_{L^q(\Omega)}/\|u\|_{C^{\alpha,\alpha}(\Omega)} > r_0^{\alpha+N/q}$, then

$$|u(x)| \leq \|u\|_{C^{\alpha,\alpha}(\Omega)} \|u\|_{L^q(\Omega)}^{1-\theta} \leq r_0^{-1-(\theta)(\alpha+N/q)} \|u\|_{C^{\alpha,\alpha}(\Omega)} \|u\|_{L^q(\Omega)}. \quad (2.6.3)$$

Since in both cases the estimate of $u(x)$ is uniform with respect to $x$, we have shown that (2.6.1) holds.

**Corollary 2.6.2.** Let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain, $0 < \beta < \alpha \leq 1$ and $q \in [1, \infty)$. Then there exist $\theta \in (0,1)$ and $c \geq 0$ such that

$$\|u\|_{C^{\alpha,\alpha}(\Omega)} \leq c \|u\|_{L^q(\Omega)} \|u\|_{C^{\alpha,\alpha}(\Omega)}^{1-\theta}. \quad (2.6.3)$$

for all $u \in C^{0,\alpha}(\Omega)$.

**Proof.** For $u$ in $C^{\alpha,\alpha}(\Omega)$ and $x \neq y$ in $\Omega$ we have

$$\frac{|u(x) - u(y)|}{|x-y|^{\beta}} = \left( \frac{|u(x) - u(y)|}{|x-y|^{\alpha}} \right)^{\beta/\alpha} |u(x) - u(y)|^{1-\beta/\alpha} \leq 2^{1-\beta/\alpha} \|u\|_{C^{\alpha,\alpha}(\Omega)}^{\beta/\alpha} \|u\|_{L^q(\Omega)}^{1-\beta/\alpha}. \quad (2.6.3)$$

Hence, taking the supremum over all choices of $x$ and $y$, for $c_0 := 2^{1-\beta/\alpha}$ and $\eta := \beta/\alpha$ we have

$$\|u\|_{C^{\alpha,\alpha}(\Omega)} \leq \|u\|_{L^q(\Omega)} + c_0 \|u\|_{C^{\alpha,\alpha}(\Omega)} \|u\|_{L^q(\Omega)}^{1-\eta} \leq (c_0 + 1) \|u\|_{C^{\alpha,\alpha}(\Omega)} \|u\|_{L^q(\Omega)}^{1-\eta}$$

for all $u \in C^{0,\alpha}(\Omega)$. Now we can deduce from Theorem 2.6.1 that there exists a constant $c \geq 0$ such that

$$\|u\|_{C^{\alpha,\alpha}(\Omega)} \leq c \|u\|_{C^{0,\alpha}(\Omega)} \|u\|_{L^q(\Omega)}^{1-\eta} \|u\|_{L^q(\Omega)}^{1-\eta}(1-\theta)$$

for all $u \in C^{0,\alpha}(\Omega)$. This is (2.6.3). □

The goal of the remainder of this section is to obtain an interpolation result for nonlinear operators between Lebesgue spaces. In Chapter 4 this result will be needed for a bootstrapping argument.

Since the beautiful proof of this useful theorem seems to be available only in French and in order to be more self-contained, it is worthwhile to include a proof. We
2.6 Interpolation theory

start by introducing real interpolation spaces via the $K$-method and proving some elementary properties that are needed. Then we prove the main theorem in this section, Theorem 2.6.9. Much more information about (linear) interpolation theory can be found in Triebel’s book [Tri95].

**Definition 2.6.3** (Real interpolation spaces, $K$-method). Let $A_0$ and $A_1$ be Banach spaces.

(a) The couple $\{A_0, A_1\}$ is called an **interpolation couple** if $A_0$ and $A_1$ are both (continuously) embedded into a Hausdorff topological vector space $\mathcal{A}$. In this situation we can without loss of generality assume that $\mathcal{A} = A_0 + A_1$ with the usual norm, i.e.,

$$
\|a\|_{A_0 + A_1} := \inf \{\|a_0\|_{A_0} + \|a_1\|_{A_1} : a = a_0 + a_1, a_0 \in A_0, a_1 \in A_1\}
$$

for $a \in A_0 + A_1$.

(b) If $\{A_0, A_1\}$ is an interpolation couple, we define the **$K$-functional** by

$$
K(t, a) := K(t, a; A_0, A_1) := \inf \{\|a_0\|_{A_0} + \|a_1\|_{A_1} : a = a_0 + a_1, a_0 \in A_0, a_1 \in A_1\}
$$

for $a \in A_0 + A_1$ and $t \in (0, \infty)$.

(c) For $\theta \in (0, 1)$ and $q \in [1, \infty]$, we define the real interpolation space $(A_0, A_1)_{\theta, q}$ by

$$(A_0, A_1)_{\theta, q} := \left\{ a \in A_0 + A_1 : \|a\|_{(A_0, A_1)_{\theta, q}} := \left( \int_0^\infty t^{-\theta q} K(t, a)^q \frac{dt}{t} \right)^{1/q} < \infty \right\}$$

if $q < \infty$ and by

$$(A_0, A_1)_{\theta, \infty} := \left\{ a \in A_0 + A_1 : \|a\|_{(A_0, A_1)_{\theta, \infty}} := \sup_{0 < t \leq \infty} t^{-\theta} K(t, a) < \infty \right\}$$

for $q = \infty$.

We collect and prove some properties of real interpolation spaces.

**Lemma 2.6.4** ([Tri95, §1.3.3]). Let $\{A_0, A_1\}$ be an interpolation couple, let $\theta \in (0, 1)$, and let $q \in [1, \infty]$. Then $(A_0, A_1)_{\theta, q}$ is a Banach space which is continuously embedded into $A_0 + A_1$.

**Lemma 2.6.5** ([Tri95, §1.3.3]). Let $A_0 \hookrightarrow A_1$ be Banach spaces, let $0 < \theta < \theta^* < 1$, and let $p, q \in [1, \infty]$. Then $(A_0, A_1)_{\theta, p}$ is continuously embedded into $(A_0, A_1)_{\theta^*, q}$.

**Lemma 2.6.6.** Let $\{A_0, A_1\}$ and $\{B_0, B_1\}$ be interpolation couples, let $\theta \in (0, 1)$, and let $q \in [1, \infty]$. Then $\{A_0 \oplus B_0, A_1 \oplus B_1\}$ is an interpolation couple and

$$(A_0, A_1)_{\theta, q} \oplus (B_0, B_1)_{\theta, q} = (A_0 \oplus B_0, A_1 \oplus B_1)_{\theta, q}$$

in the sense that the canonical identity from $(A_0 + A_1) \oplus (B_0 + B_1)$ onto $(A_0 \oplus B_0) + (A_1 \oplus B_1)$ induces an isomorphism between $(A_0, A_1)_{\theta, q} \oplus (B_0, B_1)_{\theta, q}$ and $(A_0 \oplus B_0, A_1 \oplus B_1)_{\theta, q}$.
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Proof. If \( \mathcal{A} \) and \( \mathcal{B} \) are Hausdorff topological vector spaces such that \( A_0 \) and \( A_1 \) are continuously embedded into \( \mathcal{A} \) and \( B_0 \) and \( B_1 \) are continuously embedded into \( \mathcal{B} \), then the space \( \mathcal{A} \times \mathcal{B} \) with the product topology is a Hausdorff topological vector space into which \( A_0 \oplus B_0 \) and \( A_1 \oplus B_1 \) are continuously embedded. Thus \( \{ A_0 \oplus B_0, A_1 \oplus B_1 \} \) is an interpolation couple.

We equip \( A_0 \oplus B_0 \) and \( A_1 \oplus B_1 \) with the norms

\[
\| (a, b) \|_{A_0 \oplus B_0} = \| a \|_{A_0} + \| b \|_{B_0} \quad \text{and} \quad \| (a, b) \|_{A_1 \oplus B_1} = \| a \|_{A_1} + \| b \|_{B_1}.
\]

Then we obtain from the definition of the \( K \)-functional that

\[
K(t, (a, b); A_0 \oplus B_0, A_1 \oplus B_1) = K(t, a; A_0, B_0) + K(t, b; B_0, B_1)
\]

for all \( t \in (0, \infty) \), \( a \in A_0 + A_1 \), and \( b \in B_0 + B_1 \). Thus \( (a, b) \in (A_0 \oplus B_0, A_1 \oplus B_1)_{\theta, q} \) if and only if \( a \in (A_0, A_1)_{\theta, q} \) and \( b \in (B_0, B_1)_{\theta, q} \) and in this case

\[
\| (a, b) \|_{(A_0 \oplus B_0, A_1 \oplus B_1)_{\theta, q}} = \| a \|_{(A_0, A_1)_{\theta, q}} + \| b \|_{(B_0, B_1)_{\theta, q}}.
\]

Hence the spaces are isomorphic. \( \square \)

Theorem 2.6.7 (Real interpolation spaces, mean method [Tri95, §1.5]). Let \( \{ A_0, A_1 \} \) be an interpolation couple, \( \theta \in (0, 1) \), \( 1 \leq p, p_0, p_1 < \infty \), and

\[
\frac{1}{p} = \frac{1 - \theta}{p_0} + \frac{\theta}{p_1}.
\]

Then an element \( a \in A_0 + A_1 \) is in \( (A_0, A_1)_{\theta, p} \) if and only if there exist measurable functions \( a_0: (0, \infty) \to A_0 \) and \( a_1: (0, \infty) \to A_1 \) such that

\[
a = a_0(t) + a_1(t) \quad \text{for all} \quad t \in (0, \infty)
\]

and

\[
M(a_0, a_1; A_0, A_1, p_0, p_1, \theta) := \left( \int_0^\infty t^{-\theta p_0} \| a_0(t) \|_{A_0}^p \frac{dt}{t} \right)^{1/p_0} + \left( \int_0^\infty t^{(1-\theta)p_1} \| a_1(t) \|_{A_1}^p \frac{dt}{t} \right)^{1/p_1}
\]

is finite. In this case, for every \( \varepsilon > 0 \) there exists such a decomposition with the additional property that

\[
\| a_0(t) \|_{A_0} + t \| a_1(t) \|_{A_1} \leq (1 + \varepsilon) K(t, a)
\]

holds for all \( t \in (0, \infty) \).

Theorem 2.6.8 ([Tri95, §1.18.4]). Let \( (\Omega, \mu) \) be a finite measure space, let \( 1 \leq p_0, p_1 \leq
We are now ready to prove the main result of this chapter, a nonlinear interpolation theorem, which is essentially due to Tartar [Tar72]. However, even tough all necessary ideas are included in his article, this specific version of his nonlinear interpolation results is not present there.

**Theorem 2.6.9 (Nonlinear interpolation).** Let $A_0 \hookrightarrow A_1$ and $B_0 \hookrightarrow B_1$ be Banach spaces, where we regard $A_0$ and $B_0$ to be subspaces of $A_1$ and $B_1$, respectively. Let $T : A_1 \to B_1$ be a (not necessarily linear) operator that maps $A_0$ continuously into $B_0$. Assume that there exist exponents $\alpha$ in $(0, 1]$ and $\beta \in (0, \infty)$ and functions $c_0$, $c_1$, and $c_2$ which are bounded on bounded sets such that

\[
\|Ta - Tb\|_{B_1} \leq c_0(\|a\|_{A_1}, \|b\|_{A_1})\|a - b\|_{A_1}^\alpha \text{ for all } a, b \in A_1 \quad (2.6.5)
\]

and

\[
\|Ta\|_{B_0} \leq c_1(\|a\|_{A_1}) + c_2(\|a\|_{A_1})\|a\|_{A_0}^\beta \text{ for all } a \in A_0. \quad (2.6.6)
\]

Then for every $\theta \in (0, 1)$ and $p \in [1, \infty)$, $p \geq \beta$, the operator $T$ maps $(A_0, A_1)_{\theta, p}$ into $(B_0, B_1)_{\eta, q}$, where $\eta \in (0, 1)$ and $q \in [1, \infty)$ are defined by

\[
\frac{1 - \eta}{\eta} = \frac{1 - \theta}{\alpha \beta} \quad \text{and} \quad q = \frac{p}{(1 - \eta)\beta + \eta \alpha}.
\]

**Proof.** Let $a \in (A_0, A_1)_{\theta, p}$. By Theorem 2.6.7, there exist measurable functions $a_0 : (0, \infty) \to A_0$ and $a_1 : (0, \infty) \to A_1$ with the properties that

\[
a = a_0(t) + a_1(t) \text{ and } \|a_0(t)\|_{A_0} + t\|a_1(t)\|_{A_1} < 2K(t, a) \text{ for all } t \in (0, \infty) \quad (2.6.7)
\]

and

\[
M(a_0, a_1; p, p, \theta) = \left( \int_0^\infty t^{-\theta p} \|a_0(t)\|_{A_0}^p \frac{dt}{t} \right)^{1/p} + \left( \int_0^\infty t^{(1-\theta)p} \|a_1(t)\|_{A_1}^p \frac{dt}{t} \right)^{1/p} < \infty.
\]

Since $A_0 \subset A_1$, $K(t, a) \leq \|a\|_{A_1}$ by the definition of the $K$-functional. Hence, by local boundedness of $c_0$, $c_1$, and $c_2$, there exist positive constants $d_0$, $d_1$, and $d_2$ that depend on $a$, but not on $a_0$ and $a_1$, such that

\[
\|Ta - Ta_0(t)\|_{B_1} \leq d_0\|a_1(t)\|_{A_1}^\alpha \text{ for all } t \in (0, \infty) \quad (2.6.8)
\]

and

\[
\|Ta_0(t)\|_{B_0} \leq d_1 + d_2\|a_0(t)\|_{A_0}^\beta \text{ for all } t \in (0, \infty). \quad (2.6.9)
\]
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Define \( \lambda := \frac{n}{\beta^2} = \frac{1-\eta}{(1-\theta)\beta} > 0 \), \( q_0 := \frac{p}{\beta} \in [1, \infty) \), \( q_1 := \frac{p}{\alpha} \in [1, \infty) \), \( b_0(t) := Ta_0(t^\lambda) \cdot \mathbf{1}_{\{t > 1\}} \) and \( b_1(t) := Ta - b_0(t) \). Since \( T \) is continuous from \( A_0 \) to \( B_0 \) and from \( A_1 \) to \( B_1 \), the functions \( b_0 \) and \( b_1 \) are measurable with values in \( B_0 \) and \( B_1 \), respectively. By (2.6.9),

\[
\left( \int_0^\infty t^{-\eta q_0} ||b_0(t)||_{B_0}^\eta \frac{dt}{t} \right)^{1/q_0} = \left( \int_1^\infty t^{-\eta q_0} ||Ta_0(t^\lambda)||_{B_0}^\eta \frac{dt}{t} \right)^{1/q_0}
\]

\[
= \left( \int_1^\infty t^{-\eta q_0 + \lambda} ||Ta_0(t)||_{B_0}^\eta \frac{dt}{t} \right)^{1/q_0}
\]

\[
\leq d_1 \left( \int_1^\infty t^{-\theta p} \lambda \frac{dt}{t} \right)^{1/q_0} + d_2 \left( \int_0^\infty t^{-\theta p} \|a_0(t)\|_{A_0}^\beta \frac{dt}{t} \right)^{1/q_0}
\]

\[
\leq d_1 \left( \frac{\lambda}{\theta p} \right)^{1/q_0} + d_2 \lambda^{1/q_0} M(a_0, a_1; p, p, \theta)^\theta < \infty
\]

Similarly, by (2.6.8),

\[
\left( \int_0^\infty t^{(1-\eta)q_1} ||b_1(t)||_{B_1}^q \frac{dt}{t} \right)^{1/q_1} \leq \left( \int_0^1 t^{(1-\eta)q_1} ||Ta||_{B_1}^q \frac{dt}{t} \right)^{1/q_1} + \left( \int_1^\infty t^{(1-\eta)q_1} ||Ta - Ta_0(t^\lambda)||_{B_1}^q \frac{dt}{t} \right)^{1/q_1}
\]

\[
= \left( \frac{1}{(1-\eta)q_1} \right)^{1/q_1} ||Ta||_{B_1} + \left( \int_1^\infty t^{(1-\eta)q_1 + \lambda} ||Ta - Ta_0(t)||_{B_1}^q \frac{dt}{t} \right)^{1/q_1}
\]

\[
\leq \left( \frac{1}{(1-\theta)q_1} \right)^{1/q_1} ||Ta||_{B_1} + d_0 \left( \int_0^\infty t^{(1-\theta)p} \|a_1(t)\|_{A_1}^\alpha \frac{dt}{t} \right)^{1/q_1}
\]

\[
\leq \left( \frac{1}{(1-\theta)q_1} \right)^{1/q_1} ||Ta||_{B_1} + d_0 \lambda^{1/q_1} M(a_0, a_1; p, p, \theta)^\alpha < \infty
\]

Thus, since \( b_0(t) + b_1(t) = Ta \) for all \( t \) by definition and since

\[
\frac{1}{q} = \frac{1-\eta}{q_0} + \frac{\eta}{q_1}
\]

we obtain from Theorem 2.6.7 that \( Ta \in (B_0, B_1)_{\eta, q} \). \( \square \)

Remark 2.6.10. In the situation of Theorem 2.6.9, we obtain an estimate of the same kind as (2.6.6) also for the interpolation spaces, and we can even estimate the coefficients. In fact, taking the infimum of the functional \( M \) in Theorem 2.6.7 over all admissible decompositions, we arrive at an equivalent norm on \( (A_0, A_1)_{\theta, p} \), and in the proof of Theorem 2.6.9 we estimated these expressions. Moreover, if the operator satisfies a Hölder condition like (2.6.5) at both ends of the interpolation scale, then it is locally Hölder continuous on the interpolation spaces as well. This can be proved by using Theorem 2.6.9 and a simple trick. For all these results, the reader is referred to Tartar’s article [Tar72].
We can specialize this nonlinear interpolation result to linear operators, where the assumptions of Theorem 2.6.9 are fulfilled with $c_1 = 0$ and $\beta = \alpha = 1$ and where $c_0$ and $c_2$ are constants, to obtain the most central result in interpolation theory.

**Corollary 2.6.11.** Let $A_0 \hookrightarrow A_1$ and $B_0 \hookrightarrow B_1$ be Banach spaces. Let $T : A_1 \rightarrow B_1$ be a bounded linear operator such that $T$ is bounded from $A_0$ to $B_0$. Then for every $\theta \in (0, 1)$ and $p \in [1, \infty)$ the operator $T$ is bounded from $(A_0, A_1)_{\theta,p}$ to $(B_0, B_1)_{\theta,p}$.

*Proof.* Since $\alpha = \beta = 1$, we have $\eta = \theta$ and $q = p$. Hence $T$ maps $(A_0, A_1)_{\theta,p}$ into $(B_0, B_1)_{\theta,p}$. Then, by the closed graph theorem, $T$ is a bounded operator between these spaces. $\square$

Next, we apply Theorem 2.6.9 to a scale of products of Lebesgue spaces. This is not a straight-forward corollary because the real interpolation space of two Lebesgue spaces is not a Lebesgue space if the interpolation parameters do not fit with the exponents of the Lebesgue spaces. Thus it is not possible to go in one step from the product of Lebesgue spaces to the product in the target space. Fortunately, however, the gap to the desired Lebesgue space is not large. So if we introduce some separation distance by using a parameter $\varepsilon > 0$, we can go back to Lebesgue spaces.

If we used the complex interpolation method instead, we would not have such a problem, and in fact this approach works flawlessly for linear problems. For nonlinear interpolation, on the other hand, the complex interpolation theory is not as powerful as the real one, to the effect that no complex variant of Theorem 2.6.9 is known that would apply to the situation in Section 4.2.

**Theorem 2.6.12.** Let $(\Omega, \mu)$ be a finite measure space, $N \in \mathbb{N}$, $\theta \in (0, 1)$, $\alpha \in (0, 1)$, $\beta \in (0, \infty)$, and let $p_0 \geq p_1$, $q_0 \geq q_1$, and $r_0 \geq r_1$ be real numbers in $[1, \infty)$, and let $s_0 \geq s_1$ and $t_0 \geq t_1$ be numbers in $[1, \infty]$. As a shorthand, we write

\[ A_{p,q,r} := L^p(\Omega) \oplus L^q(\Omega)^N \oplus L^r(\partial\Omega) \quad \text{and} \quad B_{s,t,\varepsilon} := L^s(\Omega) \oplus L^t(\partial\Omega) \]

and equip these spaces with natural norms. Let $T$ be an operator that maps $A_{p_1,q_1,r_1}$ into $B_{s_1,t_1,\varepsilon}$ such that $A_{p_0+\varepsilon,q_0+\varepsilon,r_0+\varepsilon}$ is continuously mapped into $B_{s_0+\varepsilon,t_0+\varepsilon}$ for every $\varepsilon > 0$. Assume moreover that for every $\varepsilon > 0$ there exist locally bounded functions $c_0$ and $c_1$ such that

\[ \|Tf - Tg\|_{B_{s_1,t_1,\varepsilon}} \leq c_0(\|f\|_{A_{p_1,q_1,r_1}}, \|g\|_{A_{p_1,q_1,r_1}}) \|f - g\|_{A_{p_1,q_1,r_1}} \]

for all $f$ and $g$ in $A_{p_1,q_1,r_1}$ and

\[ \|Tf\|_{B_{s_0+\varepsilon,t_0+\varepsilon}} \leq c_1(\|f\|_{A_{p_1,q_1,r_1}}) (\|f\|_{A_{p_0+\varepsilon,q_0+\varepsilon,r_0+\varepsilon}}^\theta + 1) \]

for all $f \in A_{p_0+\varepsilon,q_0+\varepsilon,r_0+\varepsilon}$. We define $\eta \in (0, 1)$ by

\[ \frac{1 - \eta}{\eta} = \frac{1 - \theta}{\theta} \frac{\alpha}{\beta} \]
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and let

\[
\begin{align*}
\frac{1}{p_0} &:= \frac{\theta}{p_1} + \frac{1 - \theta}{p_0}, \\
\frac{1}{q_0} &:= \frac{\theta}{q_1} + \frac{1 - \theta}{q_0}, \\
\frac{1}{r_0} &:= \frac{\theta}{r_1} + \frac{1 - \theta}{r_0}, \\
\frac{1}{s_0} &:= \frac{\eta}{s_1} + \frac{1 - \eta}{s_0}, \\
\frac{1}{t_0} &:= \frac{\eta}{t_1} + \frac{1 - \eta}{t_0}.
\end{align*}
\]

Then for every \(\varepsilon > 0\), the operator \(T\) maps \(A_{p_0 + \varepsilon, q_0 + \varepsilon, r_0 + \varepsilon}\) into \(B_{s_0, t_0}\).

**Proof.** For simplicity we assume that \(p_0 > p_1, q_0 > q_1, r_0 > r_1, s_0 > s_1, \) and \(t_0 > t_1\). In fact, otherwise there is no need for interpolation in the corresponding factor, so we can simply omit it in the considerations that follow.

Let \(\varepsilon > 0\) be arbitrary. Define for \(\delta > 0\) and \(\theta' \in [0, 1]\) the numbers \(p(\theta', \delta), q(\theta', \delta)\) and \(r(\theta', \delta)\) by

\[
\frac{1}{p(\theta', \delta)} := \frac{\theta'}{p_1} + \frac{1 - \theta'}{p_0 + \delta}, \\
\frac{1}{q(\theta', \delta)} := \frac{\theta'}{q_1} + \frac{1 - \theta'}{q_0 + \delta}, \\
\frac{1}{r(\theta', \delta)} := \frac{\theta'}{r_1} + \frac{1 - \theta'}{r_0 + \delta}.
\]

Since \(p(\theta, 0) = p_0, q(\theta, 0) = q_0,\) and \(r(\theta, 0) = r_0,\) by continuity there exist \(\theta_0 < \theta\) and \(\delta_0 > 0\) such that \(p(\theta_0, \delta_0) < p_0 + \varepsilon, q(\theta_0, \delta_0) < q_0 + \varepsilon,\) and \(r(\theta_0, \delta_0) < r_0 + \varepsilon.\)

Let \(w \in [1, \infty)\) be such that \(w \geq \beta,\) and fix \(\theta_1 \in (\theta_0, \theta).\) Then, by Theorem 2.6.8 and Lemma 2.6.5,

\[
L^{p_0 + \varepsilon}(\Omega) \hookrightarrow L^{p(\theta_0, \delta_0)}(\Omega) = \left( L^{p_0 + \delta_0}(\Omega), L^{p_1}(\Omega) \right)_{\theta_0, p(\theta_0, \delta_0)}
\]

and similar embeddings hold for \(q_0\) and \(r_0.\) Thus, by Lemma 2.6.6,

\[
A_{p_0 + \varepsilon, q_0 + \varepsilon, r_0 + \varepsilon} \hookrightarrow A_{\theta_1} := \left( A_{p_0 + \delta_0, q_0 + \delta_0, r_0 + \delta_0}, A_{p_1, q_1, r_1} \right)_{\theta_1, w}.
\]

Let \(\eta_1 \in (0, 1)\) be given by

\[
\frac{1 - \eta_1}{\eta_1} = \frac{1 - \theta_1}{\beta}
\]

and define

\[
B_{\eta_1} := \left( B_{s_0, t_0}, B_{s_1, t_1} \right)_{\eta_1, \tilde{w}},
\]

where \(\tilde{w} = \frac{w}{1 - \eta_1} \beta + \eta_1 \alpha.\) Since \(\eta_1 < \eta,\) by Lemma 2.6.5 and Theorem 2.6.8 we obtain that

\[
\left( L^{s_0}(\Omega), L^{s_1}(\Omega) \right)_{\eta_1, \tilde{w}} \hookrightarrow \left( L^{s_0}(\Omega), L^{s_1}(\Omega) \right)_{\eta, s_0} = L^{s_0}(\Omega).
\]

A similar embedding holds for \(t_0.\) Thus, by Lemma 2.6.6,

\[
B_{\eta_1} \hookrightarrow B_{s_0, t_0}.
\]
Now, since $T$ maps $A_{\theta_1}$ into $B_{\eta_1}$ by Theorem 2.6.9, the theorem follows from the inclusions (2.6.10) and (2.6.11).

2.7 Linear semigroups

In this section we collect some facts from linear semigroup theory that will be needed in Sections 5.1 and 5.2 to show that certain problems are well-posed in the space $C(\overline{\Omega})$. Much more information on the whole topic can be found in the books by Engel and Nagel [EN00], Ouhabaz [Ouh05] and Arendt, Batty, Hieber, and Neubrander [ABHN01], the latter being the main reference for this collection of results.

**Definition 2.7.1** ($C_0$-semigroup, [ABHN01, Definition 3.1.8]). Let $X$ be a Banach space. A function $T: [0, \infty) \to L(X)$ is called a (linear) $C_0$-semigroup on $X$ if

(i) $T(0) = I$;
(ii) $T(t+s) = T(t)T(s)$ for all $s, t > 0$;
(iii) $t \mapsto T(t)x$ is continuous on $[0, \infty)$ for every $x \in X$.

In this case, there exist $M \geq 1$ and $\omega \in \mathbb{R}$ such that

$$\|T(t)\| \leq Me^{\omega t} \text{ for all } t \geq 0.$$  

Moreover, there exists a unique linear operator $A$ on $X$ such that $\lambda - A$ is invertible for $\lambda > \omega$ and

$$R(\lambda, A)x = \int_0^\infty e^{-\lambda t} T(t)x \, dt$$

for all $x \in X$ and $\lambda > \omega$. We call $A$ the (infinitesimal) generator of $T$.

We quote a famous theorem characterizing generators of $C_0$-semigroups.

**Theorem 2.7.2** (Hille-Yoshida, [ABHN01, Theorem 3.3.4 and Corollary 3.3.6]). Let $X$ be a Banach space, and let $A$ be a densely defined operator on $X$. Assume that there exist constants $M \geq 1$ and $\omega \in \mathbb{R}$ such that $\lambda - A$ is invertible for all $\lambda > \omega$ with

$$\|R(\lambda, A)^{(n)}\| \leq \frac{Mn!}{(\lambda - \omega)^{n+1}},$$

where $R(\lambda, A)^{(n)}$ denotes the $n$th derivative of the analytic function $\lambda \mapsto R(\lambda, A)$. Then $A$ generates a $C_0$-semigroup $(T(t))_{t \geq 0}$ on $X$. Moreover,

$$T(t)u = \lim_{n \to \infty} (I - \frac{\lambda}{n} A)^{-n} u$$

for all $t > 0$ and $u \in X$. 

Remark 2.7.3. On reflexive spaces, an operator satisfying (2.7.2) is always densely defined. In fact, it already suffices that there exists a constant $M'$ such that

$$\|\lambda R(\lambda, A)\| \leq M'$$

for all sufficiently large $\lambda$.

To see this, let $x \in X$ be arbitrary and define $x_\lambda := R(\lambda, A)x \in D(A)$. Then $\lambda x_\lambda$ remains bounded as $\lambda$ tends to infinity. Hence the exists a sequence $(\lambda_n)$ such that $\lambda_n x_{\lambda_n} \to z$ for some $z \in X$. Since $\lambda_n x_{\lambda_n} - Ax_{\lambda_n} = x$ and $x_{\lambda_n} \to 0$, the (weak) closedness of the graph of $A$ implies that $z = x$. Thus $x$ is in the (weak) closure of $D(A)$.

In Chapter 5 we will be interested in solutions of parabolic problems. It is well understood that the right notion for solutions is the following.

**Definition 2.7.4 (Mild solution).** Let $X$ be a Banach space, $x \in X$, and let $A$ be a densely defined linear operator on $X$. We say that $u : [0, \infty) \to X$ is a **mild solution** of the abstract Cauchy problem

$$\begin{align*}
\dot{u}(t) &= Au(t), \quad t \geq 0, \\
u(0) &= x
\end{align*}$$

(2.7.4)

if $u$ is continuous, $\int_0^t u(s) \, ds \in D(A)$ for all $t \geq 0$, and

$$u(t) = x + A \int_0^t u(s) \, ds$$

for all $t \geq 0$.

The relation between semigroups and abstract Cauchy problems can be put into a very elegant form. This relation allows us to study abstract Cauchy problems via semigroup theory.

**Theorem 2.7.5 ([ABHN01, Theorem 3.1.12]).** Let $X$ be a Banach space and $A$ be a closed operator on $X$. Then $A$ generates a $C_0$-semigroup $(T(t))_{t \geq 0}$ if and only if for all $x \in X$ problem (2.7.4) has a unique mild solution. In this case, $u(t) := T(t)x$ is the mild solution of (2.7.4).

On Hilbert spaces, there is a particularly convenient way to show that certain operators generate $C_0$-semigroups. In fact, if the operator is defined via a form, then generation is automatic, and various properties of the semigroup can be expressed in terms of the form.

**Definition 2.7.6.** Let $V$ and $H$ be Hilbert spaces, let $V$ be densely embedded into
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Let \( H \), and let \( a: V \times V \to \mathbb{R} \) be a form. Then we call \( A \) given by

\[
D(A) := \{ u \in V : \exists f \in H \text{ such that } a(u, v) = (f | v)_H \text{ for all } v \in V \},
\]

\[ Au := f \]

the operator that is associated with \( a \).

**Theorem 2.7.7** ([Ouh05, Theorems 1.45 and 1.52 and Proposition 2.5]). Let \( V \) and \( H \) be Hilbert spaces, and let \( a: V \times V \to \mathbb{R} \) be a continuous, coercive form with associated operator \( A \). Then \( -A \) generates a \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \) on \( H \) consisting of contraction operators. Moreover, \( T(t)u \in D(A) \) for all \( t > 0 \) and \( u \in H \) and \( t \mapsto T(t)u \) is differentiable on \((0, \infty)\) with \( \frac{d}{dt} T(t)u = -AT(t)u \) for all \( t > 0 \) and \( u \in H \).

**Remark 2.7.8.** We can relax the condition that \( a \) is coercive to the requirement that \( a \) is \( H \)-elliptic, i.e., that \( a^\omega \) given by \( a^\omega(u, v) := a(u, v) + \langle \omega | v \rangle_H \) is coercive for some \( \omega \in \mathbb{R} \), and can still deduce that \(-A\) generates a \( C_0 \)-semigroup. In fact, \( a^\omega \) is associated with the operator \( A^\omega := A + \omega \) and we know that \(-A^\omega\) generates a \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \). It is now easy to deduce from the definitions that then \(-A\) generates the \( C_0 \)-semigroup \((e^{\omega t} T(t))_{t \geq 0}\).

**Theorem 2.7.9** ([Ouh05, Theorem 2.2]). Let \( V \) and \( H \) be Hilbert spaces, and let \( a: V \times V \to \mathbb{R} \) be a continuous, coercive form. Let \( A \) be the associated operator and \( T \) be the \( C_0 \)-semigroup generated by \(-A \) on \( H \). Let \( C \) be a closed, convex subset of \( H \), and let \( P \) be the orthogonal projection of \( H \) onto \( C \). Then the following are equivalent:

(i) \( T(t)C \subseteq C \) for all \( t \geq 0 \);

(ii) \( PV \subseteq V \) and \( a(Pu, u - Pu) \geq 0 \) for all \( u \in V \).

(iii) \( PV \subseteq V \) and \( a(u, u - Pu) \geq 0 \) for all \( u \in V \).

**Corollary 2.7.10** ([Ouh05, Corollary 2.17]). Under the same assumptions as in Theorem 2.7.9, let \( H = L^2(\Omega) \) for some finite measure space \((\Omega, \mu)\). Then the semigroup \((T(t))_{t \geq 0}\) satisfies

\[
\|T(t)u\|_{L^\infty(\Omega)} \leq \|u\|_{L^\infty(\Omega)} \text{ for all } u \in L^\infty(\Omega) \text{ and all } t \geq 0
\]

if and only if

\[
(|u| \land 1) \text{ sgn}(u) \in V \text{ and } a\left( |u| \land 1 \right) \text{ sgn}(u), (|u| - 1)^+ \text{ sgn}(u) \right) \geq 0 \text{ for all } u \in V. \tag{2.7.5}
\]

Here, \( |u| \land 1 \) denotes the pointwise minimum of the functions \(|u|\) and \( 1 \).

**2.8 Nonlinear semigroups and subdifferentials**

We collect some results about nonlinear semigroups and give special emphasis to semigroups arising from subdifferentials, which have several nice properties. In particular,
for such semigroups invariance criteria exist that are similar to Theorem 2.7.9 in the linear case. Standard references on nonlinear semigroup theory include the books by Brézis [Bré73] and Bénilan, Crandall, and Pazy [BCP]. This summary is mainly based on Showalter’s book [Sho97].

**Definition 2.8.1** (Nonlinear \(C_0\)-semigroup). Let \(X\) be a Banach space and \(C\) be a closed, convex subset of \(X\). A family \((T(t))_{t \geq 0}\) of (nonlinear) operators from \(C\) to \(C\) is called a nonlinear contraction \(C_0\)-semigroup on \(C\) if

(i) \(T(0) = I\);
(ii) \(T(t+s) = T(t)T(s)\) for all \(s, t > 0\);
(iii) \(\|T(t)x - T(t)y\| \leq \|x - y\|\) for all \(x, y \in C\) and \(t > 0\);
(iv) \(t \mapsto T(t)x\) is continuous on \([0, \infty)\) for every \(x \in X\).

For general Banach spaces, in particular Banach spaces whose dual space is not uniformly convex, the theory of generators of nonlinear semigroups is rather subtle. There is no such universal characterization as Theorem 2.7.2 in the nonlinear case, but see [BCP, Theorem 18.3] for the Hilbert space setting. For our purposes it suffices to associate a nonlinear semigroup to an \(m\)-accretive operator, which is the family of solution operators for the evolution problem. It turns out that this definition is consistent with the linear theory, compare (2.8.2) and (2.7.3).

**Definition 2.8.2** (\(m\)-accretive operator). Let \(X\) be a Banach space and \(A\) be an operator from \(D(A) \subset X\) to \(X\). We call \(A\) accretive if

\[
\|x_1 - x_2\| \leq \|(x_1 + \alpha Ax_1) - (x_2 + \alpha Ax_2)\|
\]

holds for all \(x_1\) and \(x_2\) in \(D(A)\) and all \(\alpha > 0\). We call \(A\) \(m\)-accretive if in addition \(I + \alpha A\) is surjective for some \(\alpha > 0\).

**Remark 2.8.3** ([Sho97, Corollary IV.1.3]). In a Hilbert space \(H\), an operator \(A\) is accretive if and only if

\[
(Au - Av | u - v) \geq 0 \text{ for all } u, v \in D(A),
\]

compare also Definition 2.5.1.

**Lemma 2.8.4** ([Sho97, Lemma IV.7.1]). If \(A\) is an \(m\)-accretive operator on a Banach space \(X\), then \(I + \alpha A\) is surjective for every \(\alpha > 0\).

**Definition 2.8.5** (Generated semigroup). Let \(X\) be a Banach space and let \(A\) be an \(m\)-accretive mapping on \(X\). Given \(\varepsilon > 0\) and an interval \([a, b] \subset \mathbb{R}\), we say that a step function

\[
v = v_0\mathbb{1}_{(t_0)} + \sum_{i=1}^{N} v_i\mathbb{1}_{(t_{i-1}, t_i]}, \quad (a = t_0 < t_1 < \cdots < t_N = b)
\]
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is an $\varepsilon$-solution of

\[ u'(t) + Au(t) = 0 \]  

(2.8.1)
on $[a,b]$ if

\[ t_i - t_{i-1} < \varepsilon \quad \text{for all } i = 1, \ldots, N \]

and

\[ \sum_{i=1}^{N} \| v_i - v_{i-1} + (t_i - t_{i-1})A(v_i) \| < \varepsilon. \]

We say that $u \in C([0, \infty); X)$ is a mild solution of (2.8.1) if for every $T > 0$ and every $\varepsilon > 0$ there exists an $\varepsilon$-solution $v$ of (2.8.1) on $[0, T]$ such that $\|u(t) - v(t)\| \leq \varepsilon$ for all $t \in [0, T]$. Finally, given a nonlinear contraction $C_0$-semigroup $(T(t))_{t \geq 0}$ on $\overline{D(A)}$, we say that $A$ generates $(T(t))_{t \geq 0}$ if for every $u_0 \in \overline{D(A)}$ the mapping $t \mapsto T(t)u_0$ is a mild solution of (2.8.1).

The following theorem is the main generation result for nonlinear contraction $C_0$-semigroups in arbitrary Banach spaces. For the proof, confer [Sho97, Theorems IV.8.1 and IV.8.2] or [BCP, Proposition 3.7 and Theorem 3.4].

**Theorem 2.8.6** (Crandall-Liggett). Let $X$ be a Banach space, and let $A$ be an $m$-accretive operator from $D(A) \subset X$ to $X$. Then for every $u_0 \in \overline{D(A)}$ there exists a unique mild solution $u$ of (2.8.1) that satisfies $u(0) = u_0$. Moreover,

\[ u(t) = \lim_{m \to \infty} \left( I + \frac{t}{m}A \right)^{-m}u_0 \]  

(2.8.2)

uniformly in $t \in [0, T]$ for every $T > 0$. Write $T(t)u_0 := u(t)$ for $u_0 \in \overline{D(A)}$ and $t \geq 0$, where $u$ denotes the unique mild solution of (2.8.1) with $u(0) = u_0$. Then

\[ \| T(t)u_0 - T(t)v_0 \| \leq \| u_0 - v_0 \| \]

for all $u_0$ and $v_0$ in $\overline{D(A)}$ and $t \geq 0$. In other words, $(T(t))_{t \geq 0}$ is a nonlinear contraction $C_0$-semigroup on $\overline{D(A)}$ with generator $A$.

In Hilbert spaces, subdifferentials of convex energy functionals constitute examples of $m$-accretive operators. Because this is a simple way to construct examples of $m$-accretive operators, this approach to nonlinear semigroups is very convenient whenever it applies. An additional motivation for us to introduce subdifferentials is the fact that invariance properties of nonlinear semigroups can be expressed in terms of the energy functional, compare Theorem 2.8.11.

**Definition 2.8.7** (Subdifferential). Let $V$ be a Banach space. A (nonlinear) functional $\varphi: V \to (-\infty, \infty]$ is called proper if its domain

\[ \text{dom}(\varphi) := \{ u \in V : \varphi(u) < \infty \} \]
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is non-empty. It is called convex if
\[ \varphi(\lambda u + (1 - \lambda)v) \leq \lambda \varphi(u) + (1 - \lambda)\varphi(v) \]
holds for all \( u \) and \( v \) in \( V \) and all \( \lambda \in [0,1] \). It is called lower semicontinuous if the set \( \varphi^{-1}((\mathbb{R}, \infty]) \) is closed in \( V \) for every \( c \in \mathbb{R} \), or, which is the same by [Sho97, Proposition IV.1.3],
\[ \varphi(u_0) \leq \lim \inf_{u \to u_0} \varphi(u) \]
for all \( u_0 \in \text{dom}(\varphi) \). Given a proper, convex, lower semicontinuous functional \( \varphi: V \to (-\infty, \infty] \) we define
\[ \partial \varphi(u) := \begin{cases} \emptyset, & u \notin \text{dom}(\varphi), \\ \{ f \in V' : \langle f, v - u \rangle_{V', V} \leq \varphi(v) - \varphi(u) \forall v \in V \}, & u \in \text{dom}(\varphi) \end{cases} \]
and call the set-valued (or multi-valued) mapping \( \partial \varphi \) the subdifferential of \( \varphi \). Its domain is
\[ D(\partial \varphi) := \{ u \in V : \partial \varphi(u) \neq \emptyset \}. \]
If \( \partial \varphi \) is single-valued, i.e., for every \( u \in V \) the set \( \partial \varphi(u) \) contains at most one element, then we frequently regard \( \partial \varphi \) as an operator from \( D(\partial \varphi) \) to \( V' \). We say that \( \varphi \) is Gâteaux-differentiable at an interior point \( u \) of \( \text{dom}(\varphi) \) if there exists \( f \in V' \) such that
\[ \langle f, v \rangle_{V', V} = \lim_{t \to 0} \frac{\varphi(u + tv) - \varphi(u)}{t} \]
for every \( v \in V \), and in this case we write \( \varphi'(u) := f \). If \( V = H \) is a Hilbert space, we frequently identify it with its dual via the Riesz-Fréchet representation theorem and regard \( \partial \varphi(u) \) as a subset of \( H \) and \( \partial \varphi \) as an operator on \( H \) if \( \partial \varphi \) is single-valued.

In general, we have \( D(\partial \varphi) \subseteq \text{dom}(\varphi) \). Still, the following lemma is a simple criterion that allows us to check that \( \partial \varphi \) is densely defined.

**Lemma 2.8.8** ([Sho97, Corollary IV.1.4]). Let \( H \) be a Hilbert space, and let \( \varphi: H \to (-\infty, \infty] \) be proper, convex, and lower semicontinuous. Then \( \text{dom}(\varphi) \subset D(\partial \varphi) \).

It will be convenient for the examples to consider the functional first on a smaller Banach space on which it is nicely behaved and then to extend it to the Hilbert space under consideration. The following lemma allows us to do this.

**Lemma 2.8.9.** Let \( V \) be a reflexive Banach space and let \( H \) be a Hilbert space into which \( V \) is continuously embedded. We regard \( V \) as a subspace of \( H \). Let \( \varphi: V \to (-\infty, \infty] \) be a proper, convex, lower semicontinuous functional. Assume that the sets
\[ C_{a,b} := \{ u \in V : \varphi(u) \leq a \text{ and } \|u\|_H \leq b \} \]
are bounded in $V$ for every $a, b \geq 0$. Then
\[
\tilde{\varphi}(u) := \begin{cases} 
\varphi(u), & u \in V, \\
\infty, & u \in H \setminus V
\end{cases}
\]
defines a proper, convex, lower semicontinuous functional $\tilde{\varphi} : H \to (-\infty, \infty]$. Moreover, if $\varphi$ is Gâteaux-differentiable at an interior point $u$ of $\text{dom}(\varphi)$, then
\[
\partial \tilde{\varphi}(u) = \left\{ f \in H = H' : (f | v)_H = (\varphi'(u), v)_{V', V} \quad \forall v \in V \right\}
\]
for all $u \in V$. Thus if in addition $V$ is dense in $H$, then $\partial \tilde{\varphi}(u)$ consists of at most one element.

Proof. It is clear that $\tilde{\varphi}$ is proper and convex. To see that $\tilde{\varphi}$ is lower semicontinuous, let $(u_n)$ be a sequence in $H$ converging to $u \in H$. In particular there exists $b \geq 0$ such that $\|u_n\|_H \leq b$ for all $n \in \mathbb{N}$. We have to show that
\[
\liminf_{n \to \infty} \tilde{\varphi}(u_n) \geq \tilde{\varphi}(u).
\]
Passing to a subsequence, we can assume without loss of generality that $(\tilde{\varphi}(u_n))$ converges to some finite value. Let $a > \lim_{n \to \infty} \tilde{\varphi}(u_n)$ be arbitrary. Then the sequence $(u_n)$ is eventually contained in $C_{a,b}$. Thus, by assumption, $(u_n)$ is bounded in $V$, and again passing to a subsequence we may assume that there exists $v \in V$ such that $u_n \rightharpoonup v$ in $V$. Since $\varphi$ is lower semicontinuous and convex, the set
\[
L_a := \{ w \in V : \varphi(w) < a \} \subset C_{a,b}
\]
is closed and convex in $V$. Hence $v \in L_a$ by the Hahn-Banach theorem, see [Lax02, Theorem 10.6]. Moreover, $u_n \rightharpoonup v$ also in $H$ since $V \hookrightarrow H$, so $u = v \in V$ and $\varphi(u) \leq a$. Since $a > \lim_{n \to \infty} \varphi(u_n)$ was arbitrary, this proves
\[
\tilde{\varphi}(u) = \varphi(u) \leq \lim_{n \to \infty} \varphi(u_n) = \liminf_{n \to \infty} \tilde{\varphi}(u_n).
\]
We have shown that $\tilde{\varphi}$ is lower semicontinuous.

For (2.8.3), assume that $\varphi$ is Gâteaux-differentiable at an interior point $u$ of $\text{dom}(\varphi) \subset V$. Let $f \in \partial \tilde{\varphi}(u)$. Then by definition
\[
(f | v - u)_H \leq \tilde{\varphi}(v) - \tilde{\varphi}(u)
\]
for all $v \in H$. Setting $v = u \pm tw$, $t > 0$, we obtain in particular that
\[
\pm (f | w)_H \leq \pm \frac{\varphi(u + tw) - \varphi(u)}{t}
\]
for all $t > 0$ and all $w \in V$. Passing to the limit as $t \to 0$ and exploiting the fact that
the inequality holds with both signs, we deduce that
\[(f \mid w)_H = \langle \varphi'(u), w \rangle_{V', V}\]
for all \(w \in V\) by definition of the Gâteaux derivative. This proves one of the inclusions in (2.8.3).
For the converse inclusion assume that \(f \in H\) is such that
\[(f \mid v)_H = \langle \varphi'(u), v \rangle_{V', V}\]
for all \(v \in V\). Since
\[\varphi(u + t(v - u)) = \varphi(tv + (1 - t)u) \leq t\varphi(v) + (1 - t)\varphi(u) = \varphi(u) + t(\varphi(v) - \varphi(u))\]
for all \(v \in V\) and \(t \in [0, 1]\) and thus
\[\frac{\varphi(u + t(v - u)) - \varphi(u)}{t} \leq \varphi(v) - \varphi(u),\]
we obtain by taking the limit \(t \to 0\) that
\[(f \mid v - u)_H = \langle \varphi'(u), v - u \rangle_{V', V} \leq \varphi(v) - \varphi(u)\]
for all \(v \in V\). Since the inequality is trivially true also if \(v \notin V\), we obtain that \(f \in \partial \tilde{\varphi}(u)\).

In our examples in Section 5.3 all the subdifferentials are single-valued. Thus for notational simplicity we from now on always assume this as a condition, even though there is no mathematical need for this restriction. In fact, the whole theory presented below remains valid for multi-valued operators without significant changes.

As already stated, subdifferentials are particular instances of m-accretive operators in Hilbert spaces, see [Sho97, Proposition IV.1.5 and Corollary IV.1.3]. Thus by Theorem 2.8.6 every subdifferential generates a nonlinear contraction \(C_0\)-semigroup. In this setting the mild solutions of (2.8.1) have much nicer properties than in the general case; see [Sho97, Propositions IV.3.1 and IV.3.2] for a proof of the following theorem.

**Theorem 2.8.10** (Kōmura-Kato and Brézis). Let \(H\) be a Hilbert space, let \(\varphi : H \to (-\infty, \infty]\) be proper, convex, and lower semicontinuous, and set \(A := \partial \varphi\). For simplicity assume that \(A\) is single-valued. Then \(A\) generates a nonlinear contraction \(C_0\)-semigroup \((T(t))_{t \geq 0}\) on \(D(A)\). Moreover, for every \(u_0 \in D(A)\) the mild solution \(u\) of \(u'(t) + Au(t) = 0\) satisfying \(u(0) = u_0\), i.e., \(u(t) := T(t)u_0\), is locally Lipschitz continuous on \((0, \infty)\), thus almost everywhere differentiable, maps into \(D(A)\), and satisfies \(u'(t) + Au(t) = 0\) almost everywhere.

We are now in the position to state the announced invariance criterion for nonlinear \(C_0\)-semigroups arising from subdifferentials.
Theorem 2.8.11. Let $(\Omega, \mu)$ be a finite measure space, set $H := L^2(\Omega)$, let $\varphi : H \to (-\infty, \infty]$ be proper, convex, and lower semicontinuous, and denote by $(T(t))_{t \geq 0}$ the nonlinear contraction $C_0$-semigroup generated by $A := \partial \varphi$. For $u$ and $v$ in $H$ and $\lambda > 0$ define $\varphi^{(2)}(u, v) := \varphi(u) + \varphi(v)$ and

$$P_\lambda(u, v) := \begin{cases} (u, v) & \text{on } \{|u - v| \leq \lambda\}, \\ \left(\frac{1}{2}(u + v - \lambda), \frac{1}{2}(u + v + \lambda)\right) & \text{on } \{|u - v| < -\lambda\}, \\ \left(\frac{1}{2}(u + v + \lambda), \frac{1}{2}(u + v - \lambda)\right) & \text{on } \{|u - v| > \lambda\}. \end{cases}$$

Then the following assertions are equivalent, where in the second and third assertion it may of course happen that both sides of the inequality are infinite.

(i) $\varphi^{(2)}(P_\lambda(u, v)) \leq \varphi^{(2)}(u, v)$ for all $u$ and $v$ in $H$ and $\lambda > 0$.

(ii) $\|T(t)u - T(t)v\|_{L^\infty(\Omega)} \leq \|u - v\|_{L^\infty(\Omega)}$ for all $t \geq 0$ and all $u$ and $v$ in $H$.

(iii) $\|u_1 - u_2\|_{L^\infty(\Omega)} \leq \|(u_1 + \alpha A)u_1 - (u_2 + \alpha A)u_2\|_{L^\infty(\Omega)}$ for all $\alpha > 0$ and all $u_1, u_2 \in D(A)$.

Proof. The equivalence of the first two assertions is the statement is [CG03, Theorem 3.6]. Moreover, this is equivalent to the fact that for every $\lambda > 0$ the closed, convex set

$$C_\lambda := \{(u, v) \in H \times H : \|u - v\|_{L^\infty(\Omega)} \leq \lambda\}$$

is invariant under the action of the semigroup $T^{(2)}(t)(u, v) := (T(t)u, T(t)v)$. The semigroup $(T^{(2)}(t))_{t \geq 0}$ has the generator $A^{(2)}(u, v) = (Au, Av)$ on its domain $D(A^{(2)}) = D(A) \times D(A)$. Thus by [Bré73, Proposition 4.5] the first two assertions are equivalent to the condition that $(u, v) \mapsto ((I + \alpha A)^{-1}u, (I + \alpha A)^{-1}v)$ leaves $C_\lambda$ invariant for all $\lambda > 0$ and $\alpha > 0$, i.e.,

$$\|(I + \alpha A)^{-1}v_1 - (I + \alpha A)^{-1}v_2\|_{L^\infty(\Omega)} \leq \|v_1 - v_2\|_{L^\infty(\Omega)}$$

for all $v_1, v_2 \in H$ and $\alpha > 0$. Since $A$ is $m$-accretive, we can express $v_1$ and $v_2$ uniquely as $v_1 = u_1 + \alpha A u_1$ and $v_2 = u_2 + \alpha A u_2$ with $u_1, u_2 \in D(A)$, see Lemma 2.8.4, thus obtaining the equivalence to the third assertion.

2.9 Differential equations

We will consider partial equations in divergence form on Lipschitz domains $\Omega$ in $\mathbb{R}^N$. Our main focus is on quasi-linear equations. However, to treat those it will help to have at hand some theory for the linear case as well.

In this section, we introduce the terminology that we use in the following chapters regarding weak solutions and boundary conditions. Moreover, for later application we quote interior regularity results for solutions of quasilinear equations.
The most general kind of differential equation that we consider is formally given by

\[- \text{div} A(x, u, \nabla u) + a(x, u, \nabla u) = 0\]  \hspace{1cm} (2.9.1)

with measurable functions \( A: \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R}^N \) and \( a: \Omega \times \mathbb{R} \times \mathbb{R}^N \to \mathbb{R} \). We will add appropriate ellipticity, regularity, and growth assumptions later, depending on the situation. As a convention that turns out to be convenient for the calculations, the third argument \( p \) is always a row vector and \( A \) takes values in the space of column vectors.

Often it will be useful to write (2.9.1) in the inhomogeneous form

\[- \text{div} A(x, u, \nabla u) + a(x, u, \nabla u) = f_0(x) - \sum_{j=1}^{N} D_j f_j(x)\]  \hspace{1cm} (2.9.2)

with functions \( f_j (j = 1, \ldots, N) \) in \( L^1_{\text{loc}}(\Omega) \).

A function in \( W_{\text{loc}}^{1,1}(\Omega) \) is called a weak solution of (2.9.1) or (2.9.2) if

\[ \int_{\Omega} \nabla \eta A(x, u, \nabla u) + \int_{\Omega} \eta a(x, u, \nabla u) = 0 \]

or

\[ \int_{\Omega} \nabla \eta A(x, u, \nabla u) + \int_{\Omega} \eta a(x, u, \nabla u) = \int_{\Omega} \eta f_0 + \sum_{j=1}^{N} \int_{\Omega} D_j \eta f_j \]

for all test functions \( \eta \in C^\infty_c(\Omega) \), respectively. Here, it is implicit in the definition that the integrals exist. It is easy to justify this definition by integration by parts. In fact, if all involved functions are sufficiently smooth, then it is easy to see that \( u \) is a weak solution if and only if \( u \) satisfies (2.9.1) or (2.9.2), respectively, in a classical sense.

A particular instance of quasilinear equations are linear problems, i.e., equations of the form

\[- \sum_{j=1}^{N} D_j \left( \sum_{i=1}^{N} a_{ij} D_i u + b_j u \right) + \left( \sum_{i=1}^{N} c_i D_i u + du \right) = f_0 - \sum_{j=1}^{N} D_j f_j\]  \hspace{1cm} (2.9.3)

with measurable functions \( a_{ij}, b_j, c_i, d, f_0, \) and \( f_j \). Linear problems are of the form (2.9.1) with

\[ A_j(x, u, \nabla u) = \sum_{i=1}^{N} a_{ij} D_i u + b_j u - f_j, \hspace{1cm} a(x, u, \nabla u) = \sum_{i=1}^{N} c_i D_i u + du - f_0 \]  \hspace{1cm} (2.9.4)
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or, equivalently, of the form (2.9.2) with

\[
A_j(x, u, \nabla u) = \sum_{i=1}^{N} a_{ij} D_i u + b_j u, \quad a(x, u, \nabla u) = \sum_{i=1}^{N} c_i D_i u + du. \tag{2.9.5}
\]

Consistently, we say that \( u \in W_{1,1}^{1,1}(\Omega) \) is a weak solution of (2.9.3) if

\[
\sum_{i,j=1}^{N} \int_{\Omega} a_{ij} D_i u D_j \eta + \sum_{j=1}^{N} \int_{\Omega} b_j u D_j \eta + \sum_{i=1}^{N} \int_{\Omega} c_i D_i u \eta + \int_{\Omega} du \eta = \int_{\Omega} f_0 \eta + \sum_{j=1}^{N} \int_{\Omega} f_j D_j \eta
\]

for all test functions \( \eta \in C^\infty_c(\Omega) \).

Typically there are many solutions to the problems (2.9.1) and (2.9.3) on a given domain \( \Omega \subset \mathbb{R}^N \). Therefore one usually specifies in addition some boundary conditions in the hope to obtain a unique solution to the problem. We say that \( u \in W_{1,1}^{1,1}(\Omega) \) is a weak solution of the (quasi-linear) Robin problem

\[
\begin{aligned}
- \text{div} A(x, u, \nabla u) + a(x, u, \nabla u) &= f_0(x) - \sum_{j=1}^{N} D_j f_j(x) \quad \text{on} \ \Omega, \\
A(z, u, \nabla u) \cdot \nu(z) + h(z, u) &= g(z) + \sum_{j=1}^{N} f_j(z) \nu_j(z) \quad \text{on} \ \partial \Omega,
\end{aligned}
\tag{2.9.6}
\]

where \( \nu = (\nu_j) \) denotes the outer normal of \( \Omega \), if

\[
\int_{\Omega} \nabla \eta A(x, u, \nabla u) + \int_{\Omega} \eta a(x, u, \nabla u) + \int_{\partial \Omega} \eta h(z, u) = \int_{\Omega} \eta f_0 + \int_{\Omega} D_j \eta f_j + \int_{\partial \Omega} \eta g
\]

holds for all \( \eta \in C^\infty(\Omega) \). The Robin problem in the special case \( h(z, u) \equiv 0 \), i.e.,

\[
\begin{aligned}
- \text{div} A(x, u, \nabla u) + a(x, u, \nabla u) &= f_0(x) - \sum_{j=1}^{N} D_j f_j(x) \quad \text{in} \ \Omega, \\
A(z, u, \nabla u) \cdot \nu(z) &= g(z) + \sum_{j=1}^{N} f_j(z) \nu_j(z) \quad \text{on} \ \partial \Omega,
\end{aligned}
\tag{2.9.7}
\]

is also called Neumann problem. Again, this definition can be justified by integration by parts, or, more precisely, by the divergence theorem.

We will apply the following results about interior regularity to solutions of (2.9.1), which are all of the same kind as the celebrated theorem due to De Giorgi and Nash. Since the assumptions of these theorems will reappear on a regular basis, they receive their own numbers for easier reference. We start with a quasi-linear version of the theorem.
2 Preliminaries and notations

**Assumption 2.9.1.** Let \( m \in (1, \infty) \) be fixed, and let the functions \( A \) and \( a \) be measurable. Assume that there exist positive constants \( \nu \) and \( \mu \) and functions \( \psi_k \) such that

\[
\begin{align*}
    p A(x, u, p) &\geq \nu |p|^m - \psi_1 |u|^m - \psi_2, \quad (2.9.8) \\
    |A(x, u, p)| &\leq \mu |p|^{m-1} + \psi_3 |u|^{m-1} + \psi_4, \quad (2.9.9) \\
    |a(x, u, p)| &\leq \psi_5 |p|^{m-1} + \psi_6 |u|^{m-1} + \psi_7 \quad (2.9.10)
\end{align*}
\]

for almost all \( x \in \Omega \), all \( p \in \mathbb{R}^N \) and all \( u \in \mathbb{R} \). If \( m \leq N \) we assume that

\[
\psi_1, \psi_2, \psi_3, \psi_4, \psi_5, \psi_6, \psi_7 \in L^{\frac{N}{m-\epsilon}}(\Omega), \quad \psi_3, \psi_4 \in L^{\frac{N}{m-1+\epsilon}}(\Omega), \quad \text{and } \psi_5 \in L^{N+\epsilon}(\Omega)
\]

for some \( \epsilon \in (0, m-1) \). If \( m > N \), we assume that

\[
\psi_1, \psi_2, \psi_6, \psi_7 \in L^{1}(\Omega), \quad \psi_3, \psi_4 \in L^{\frac{N}{m-1}}(\Omega), \quad \text{and } \psi_5 \in L^{m}(\Omega).
\]

**Theorem 2.9.2** ([Ser64, Sections 1, 4, and 5]). Let \( \Omega \subset \mathbb{R}^N \) be open, and let \( \Omega' \) be relatively compact in \( \Omega \). Under Assumption 2.9.1, there exist \( \alpha \in (0, 1) \) and \( c \geq 0 \) not depending on \( \psi_2, \psi_4, \) and \( \psi_7 \) such that every weak solution \( u \in W^{1,m}(\Omega) \) of (2.9.1) is in \( C^{\alpha, \alpha}(\Omega') \) and

\[
\|u\|_{C^{\alpha, \alpha}(\Omega)} \leq c \left( \|u\|_{L^\infty(\Omega)} + \left( \|\psi_4\| + \|\psi_7\| \right)^{1/(m-1)} + \|\psi_2\|^{1/m} \right) \quad (2.9.11)
\]

Here, the norms of the functions \( \psi_2, \psi_4, \) and \( \psi_7 \) are taken in the spaces indicated in Assumption 2.9.1.

For easier reference, we quote a linear version of this result as well, even though it is merely a special case of Theorem 2.9.2.

**Assumption 2.9.3.** Assume that \( a_{ij} \in L^\infty(\Omega) \), \( b_j, c_i \in L^q(\Omega) \), and \( d \in L^{q/2}(\Omega) \) for some \( q > N \) and that there exists \( \nu > 0 \) such that

\[
\sum_{i,j=1}^N a_{ij} \xi_i \xi_j \geq \nu |\xi|^2
\]

for all \( x \in \Omega \) and \( \xi \in \mathbb{R}^N \).

**Theorem 2.9.4** ([LU68, Theorem 3.14.1]). Let \( \Omega \subset \mathbb{R}^N \) be open, let \( \Omega' \) be relatively compact in \( \Omega \), and let \( q > N \). Under Assumption 2.9.3, there exist \( \alpha \in (0, 1) \) and constant \( c \geq 0 \) with the following property. If \( f_0 \in L^{q/2}(\Omega) \) and \( f_j \in L^q(\Omega) \), then every weak solution \( u \in W^{1,2}(\Omega) \) of (2.9.3) is in \( C^{0, \alpha}(\Omega') \) and satisfies

\[
\|u\|_{C^{0, \alpha}(\Omega')} \leq c \left( \|u\|_{L^2(\Omega)} + \|f_0\|_{L^{q/2}(\Omega)} + \|f_j\|_{L^q(\Omega)} \right).
\]
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In this chapter we investigate existence, uniqueness, regularity, and continuous dependence of the right hand side for solutions of Neumann problems of the form (2.9.7). The approaches to existence and continuous dependence are rather canonical, but the idea how to obtain regularity seems to be new, and it has certainly not been exploited to this extent until now.

By investigating the Neumann problem in detail, we lay the foundation for proving regularity results for Robin problems in Chapter 4. In fact, almost all of the theorems proved here will have applications in Chapter 4.

3.1 Hölder regularity

In this section we will encounter the surprising fact that the same conditions as for interior Hölder regularity allow us to prove Hölder continuity up to the boundary for the corresponding Neumann problem on a bounded Lipschitz domain \( \Omega \). The strategy of the proof consists in extending \( u \) to a neighborhood of \( \partial \Omega \), showing that this extension again solves an elliptic equation, and then applying Theorem 2.9.2.

Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain and \( z \in \partial \Omega \). Then, by definition, we can choose an orthogonal matrix \( \mathcal{O} \), a radius \( r > 0 \), and a Lipschitz continuous function \( \psi \) on \( \mathbb{R}^N - 1 \) with \( \psi(0) = 0 \) such that for

\[
G := \{(y, \psi(y) + s) : y \in B(0, r) \subset \mathbb{R}^{N-1}, s \in (-r, r)\}
\]

we have

\[
\mathcal{O}(\Omega - z) \cap G = \{(y, \psi(y) + s) : y \in B(0, r) \subset \mathbb{R}^{N-1}, s \in (0, r)\}.
\]

In this situation, we define \( T(y, s) := (y, \psi(y) + s) \) for \( y \in \mathbb{R}^{N-1} \) and \( s \in \mathbb{R} \). Moreover, we define the reflection \( R : G \to G \) at the graph of \( \psi \) by \( R(T(y, s)) := T(y, -s) \) and let \( S : H \to H \), where \( H := \mathcal{O}^{-1}G + z \), be the corresponding reflection at \( \partial \Omega \), i.e.,

\[
Sx := \mathcal{O}^{-1}R(\mathcal{O}(x - z)) + z.
\]

In what follows, we need several properties of \( S \).
Lemma 3.1.1. The function $S$, defined on the neighborhood $H$ of $z \in \partial \Omega$, has the following properties:

(i) $S$ is bi-Lipschitz, hence differentiable almost everywhere;

(ii) $S(Sx) = x$, $\det S'(x) \equiv -1$, $S'(x)^{-1} = S'(x)$, and $S'(Sx) = S'(x)$;

(iii) there exists $\alpha > 0$ such that $|\xi S'(x)| \geq \alpha |\xi|$ for all $\xi \in \mathbb{R}^N$.

Proof. For (i), note that $T$ is a bi-Lipschitz mapping from $B(0,r) \times (-r,r)$ to $G$ with derivative

$$T'(y,s) = \begin{pmatrix} I & 0 \\ \nabla \psi(y) & 1 \end{pmatrix}$$

almost everywhere. Thus $S$ is bi-Lipschitz being a composition of bi-Lipschitz functions.

The fact $S(Sx) = x$ follows from $R(R(x)) = x$. By the chain rule, i.e., Theorem 2.2.5, applied to the defining equation of $R$, we have

$$R'(T(y,s))T'(y,s) = T'(y,s) \begin{pmatrix} I & 0 \\ 0 & -1 \end{pmatrix}$$

almost everywhere. Since $T'(y,s)$ is invertible with inverse

$$T'(y,s)^{-1} = \begin{pmatrix} I & 0 \\ -\nabla \psi(y) & 1 \end{pmatrix},$$

we obtain that

$$R'(T(y,s)) = T'(y,-s) \begin{pmatrix} I & 0 \\ 0 & -1 \end{pmatrix} T'(y,s)^{-1} = \begin{pmatrix} I & 0 \\ 2\nabla \psi(y) & -1 \end{pmatrix}$$

almost everywhere. Hence, by the chain rule,

$$S'(x) = O^{-1}R'(O(x-z))O = O^{-1} \begin{pmatrix} I & 0 \\ 2\nabla \psi(y) & -1 \end{pmatrix} O,$$

where $y$ and $s$ are such that $T(y,s) = O(x-z)$. From this we obtain the remaining claims in part (ii).

For the proof of (iii), let $\xi \in \mathbb{R}^N$ be arbitrary and define $\zeta \in \mathbb{R}^{N-1}$ and $\omega \in \mathbb{R}$ by $(\zeta^T, \omega) = \xi^T O^{-1}$. Let $L$ denote the Lipschitz constant of $\psi$. Then $|\nabla \psi| \leq L$ almost everywhere. Pick $\delta \in (0,1)$ so small that $\frac{4L^2}{1-\delta} \leq 1 - \delta$. Then, since $O$ is an isometry and by Young’s inequality,

$$|\xi S'(x)|^2 = \left| \begin{pmatrix} \zeta^T + 2\omega \nabla \psi(y) \\ -\omega \end{pmatrix} \right|^2 = |\zeta|^2 + 4\omega \nabla \psi \zeta + 4\omega^2 |\nabla \psi|^2 + \omega^2$$

$$\geq |\zeta|^2 - (1-\delta)|\zeta|^2 - \frac{4}{1-\delta}\omega^2 |\nabla \psi|^2 + 4\omega^2 |\nabla \psi|^2 + \omega^2$$
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\[ \geq \delta |\zeta|^2 + (1 - \frac{4\delta}{1-\delta})|\nabla \psi|^2) \omega^2 \geq \delta (|\zeta|^2 + \omega^2) = \delta |\xi|^2. \]

Thus (iii) holds for \( \alpha = \delta^{1/2} \).

In what follows, we write \( U \) for \( H \cap \Omega \) and \( V \) for \( S(U) = H \setminus \Omega \). For a function \( w \) on \( D \subset H \), we define \( w^*(x) := w(Sx) \) on \( S(D) \). For a function \( w \) on \( U \), we define \( \tilde{w} \) almost everywhere on \( H \) by

\[
\tilde{w}(x) := \begin{cases} 
  w(x), & x \in U, \\
  w^*(x) = w(Sx), & x \in V.
\end{cases}
\]

In the following it will not matter that \( \tilde{w} \) is not defined on the Lebesgue null set \( \partial \Omega \cap H \). In other words, one may define the function arbitrarily on this set.

**Lemma 3.1.2.** Let \( 1 \leq m \leq \infty \).

(i) If \( w \) is in \( W^{1,m}(D) \), then \( w^* \) is in \( W^{1,m}(S(D)) \), and \( \nabla w^*(x) = \nabla w(Sx)S'(x) \) almost everywhere.

(ii) If \( w \) is in \( W^{1,m}(U) \), then \( w|_{\partial U} = w^*|_{\partial V} \) on \( \partial \Omega \cap H \).

(iii) If \( w \) is in \( W^{1,m}(U) \), then \( \tilde{w} \) is in \( W^{1,m}(H) \) and \( \nabla \tilde{w} = \nabla w \mathbf{1}_U + \nabla w^* \mathbf{1}_V \).

(iv) The extension operator \( w \mapsto \tilde{w} \) is a bounded linear operator from \( L^m(U) \) to \( L^m(H) \).

**Proof.** Assertion (i) follows from Theorem 2.2.5. Assertion (ii) is obvious by the definition of the trace operator if \( w \) is in addition continuous up to the boundary. By continuity of the trace operator and since \( C(\overline{\Omega}) \cap W^{1,m}(\Omega) \) is dense in \( W^{1,m}(\Omega) \), (ii) follows by approximation.

Let \( \varphi \in C_0^\infty(H) \). Remark 2.3.8 shows that

\[
\int_H \tilde{w} \; D_i \varphi = \int_{\partial U} w \varphi \nu_i - \int_U D_i w \varphi + \int_{\partial V} w^* \varphi \nu_i - \int_V D_i w^* \varphi.
\]

The boundary integrals cancel due to (ii) since the outer normals of \( U \) and \( V \) have opposite orientations on \( \partial \Omega \cap H \). This proves (iii). Assertion (iv) follows from Theorem 2.2.3.

Let \( A \) and \( a \) be fixed functions as in Assumption 2.9.1. We introduce on \( H \) the new coefficients

\[
\hat{A}(x,u,p) := \begin{cases} 
  A(x,u,p), & x \in U, \\
  S'(x)A(Sx,u,pS'(x)), & x \in V
\end{cases}
\]
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and

\[ \hat{a}(x,u,p) := \begin{cases} a(x,u,p), & x \in U, \\ a(Sx,u,pS'(x)), & x \in V \end{cases} \]

and show that these coefficients inherit the same regularity.

**Lemma 3.1.3.** Let \( L \geq 1 \) be an upper bound for \(|S'(x)|\), and let \( \alpha \in (0,1) \) be as in part (iii) of Lemma 3.1.1. Then the coefficients \( \hat{A} \) and \( \hat{a} \) satisfy Assumption 2.9.1 for the parameters

\begin{align*}
\hat{\nu} &:= \alpha^m \nu, \\
\hat{\psi}_1 &:= \hat{\psi}_1, \\
\hat{\psi}_2 &:= \hat{\psi}_2, \\
\hat{\psi}_3 &:= L\hat{\psi}_3, \\
\hat{\psi}_4 &:= L\hat{\psi}_4, \\
\hat{\psi}_5 &:= L^{m-1} \hat{\psi}_5, \\
\hat{\psi}_6 &:= \hat{\psi}_6, \\
\hat{\psi}_7 &:= \hat{\psi}_7.
\end{align*}

**Proof.** It is obvious that \( \hat{A} \) and \( \hat{a} \) are measurable functions. Regarding (2.9.8) on \( V \), we have

\[ p \hat{A}(x,u,p) = pS'(x)A(Sx,u,pS'(x)) \geq \nu |pS'(x)|^m - \hat{\psi}_1(Sx)|u|^m - \hat{\psi}_2(Sx) \geq \alpha^m \nu |p|^m - \hat{\psi}_1(x)|u|^m - \hat{\psi}_2(x) \]

The estimates (2.9.9) and (2.9.10) are obvious on \( V \). On \( U \), all three estimates are trivial. Finally, the functions \( \hat{\psi}_k \) are in the required spaces by Lemma 3.1.2, part (iv).

**Lemma 3.1.4.** Let \( g \in L^q(\partial \Omega) \), \( q \in [1,\infty) \), and let \( u \in W^{1,m}(\Omega) \) satisfy

\[ \int_{\Omega} \nabla \eta A(x,u,\nabla u) + \int_{\Omega} \eta a(x,u,\nabla u) = \int_{\partial \Omega} \eta g \]

for every \( \eta \in C^\infty(\Omega) \). Then there exist functions \( h_j \) in \( L^{q/N/(N-1)}(H) \) such that

\[ \int_H \nabla \eta \hat{A}(x,u,\nabla \hat{u}) + \int_H \eta \hat{a}(x,u,\nabla \hat{u}) = \int_H \eta h_0 + \sum_{j=1}^N \int_H D_j \eta h_j \]

for all \( \eta \in C^\infty_c(H) \). Moreover,

\[ \|h_j\|_{L^{q/N/(N-1)}(H)} \leq c \|g\|_{L^q(\partial \Omega)} \]

(3.1.1)

for a constant \( c \geq 0 \) independent of \( u \) and \( g \).

**Proof.** Let \( \eta \in C^\infty_c(H) \) be fixed. By Lemma 3.1.2, on \( V \) we have

\[ \nabla \hat{u} = \nabla u(Sx)S'(x) \quad \text{and} \quad \nabla \eta^*(Sx) = \nabla \eta(x)S'(x). \]
Hence, by Lemma 3.1.2 and Theorem 2.2.3, and since $\eta^*|_\Omega \in C^\infty(\bar{\Omega})$,

\[
\begin{aligned}
\int_V \nabla \eta \tilde{A}(x, \tilde{u}, \nabla \tilde{u}) + \int_V \eta \tilde{a}(x, \tilde{u}, \nabla \tilde{u}) \\
= \int_V \nabla \eta(\tilde{x}) A(Sx, u(Sx), \nabla u(Sx)) + \int_V \eta(x) a(Sx, u(Sx), \nabla u(Sx)) \\
= \int_V \nabla \eta^*(Sx) A(Sx, u(Sx), \nabla u(Sx)) + \int_V \eta^*(Sx) a(Sx, u(Sx), \nabla u(Sx)) \\
= \int_U \nabla \eta^*(x) A(x, u(x), \nabla u(x)) + \int_U \eta^*(x) a(x, u(x), \nabla u(x)) \\
= \int_{\partial \Omega} \eta^* g = \int_{\partial \Omega \cap H} \eta g. 
\end{aligned}
\]

Thus

\[
\begin{aligned}
\int_H \nabla \eta \tilde{A}(x, \tilde{u}, \nabla \tilde{u}) + \int_H \eta \tilde{a}(x, \tilde{u}, \nabla \tilde{u}) \\
= \int_U \nabla \eta A(x, u, \nabla u) + \int_U \eta a(x, u, \nabla u) + \int_V \nabla \eta \tilde{A}(x, \tilde{u}, \nabla \tilde{u}) + \int_V \eta \tilde{a}(x, \tilde{u}, \nabla \tilde{u}) \\
= 2 \int_{\partial \Omega \cap H} \eta g. 
\end{aligned}
\]

Hence the proof is complete once we show that there exist functions $h_j$ in $L^{q^*(N-1)}(H)$ satisfying (3.1.1) and

\[
2 \int_{\partial \Omega \cap H} \eta g = \int_H \eta h_0 + \sum_{j=1}^N \int_H D_j \eta h_j \text{ for all } \eta \in C^\infty_c(H). \quad (3.1.2)
\]

Define the linear functional

\[
\varphi: C^\infty_c(H) \to \mathbb{R}, \, \eta \mapsto 2 \int_{\partial \Omega \cap H} \eta g = 2 \int_{\partial \Omega} \eta g. 
\]

Then

\[
|\langle \varphi, \eta \rangle| \leq 2 \|g\|_{L^q(\partial \Omega \cap H)} \|\eta\|_{L^{q^*}(\partial \Omega \cap H)} \leq c \|g\|_{L^q(\partial \Omega)} \|\eta\|_{W^{1,q^*}(H)}
\]

for $q^* \equiv qN/(qN - N + 1)$ by Hölder’s inequality and Theorem 2.3.10, where $c \geq 0$ depends only on $\Omega$ and $q$. Thus $\varphi$ extends to a bounded linear functional on $W^{1,q^*}_0(H)$, and

\[
\|\varphi\|_{W^{1,q^*}_0(H)} \leq c \|g\|_{L^q(\partial \Omega)}. 
\]

Thus by Theorem 2.4.4 there exist $h_j \in L^{q^*}(\Omega)$ satisfying (3.1.1) and (3.1.2). Since

\[
(q^*)' = \frac{q^*}{q^* - 1} = \frac{qN/(qN - N + 1)}{(N - 1)/(qN - N + 1)} = \frac{qN}{N - 1},
\]
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this proves the claim.

\begin{theorem}
Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain. Under Assumption 2.9.1, let \( q \in [1, \infty] \), and assume \( q > \frac{N+1}{m-1} \) if \( m \leq N \). Then there exist \( \alpha \in (0, 1) \) and \( \epsilon \geq 0 \) not depending on \( \psi_2 \), \( \psi_4 \), and \( \psi_7 \) such that for \( g \in L^q(\partial \Omega) \), every weak solution \( u \in W^{1,m}(\Omega) \) of the inhomogeneous Neumann equation

\[
\begin{aligned}
\begin{cases}
-\text{div} A(x,u,\nabla u) + a(x,u,\nabla u) = 0 & \text{on } \Omega, \\
A(z,u,\nabla u) \cdot \nu = g(z) & \text{on } \partial \Omega
\end{cases}
\end{aligned}
\quad (3.1.3)
\]

is in \( C^{0,\alpha}(\Omega) \) and

\[
\|u\|_{C^{0,\alpha}(\Omega)} \leq c \left( \|u\|_{L^m(\Omega)} + \|\psi_4\| + \|\psi_7\| + \|g\|_{L^q(\partial \Omega)} \right)^{(m-1)/m} + \|\psi_2\|^{1/m}. \quad (3.1.4)
\]

So in particular \( u \) has a continuous extension to \( \overline{\Omega} \), which is again Hölder continuous with exponent \( \alpha \). Here, the norms of the functions \( \psi_2 \), \( \psi_4 \), and \( \psi_7 \) are to be taken in the spaces indicated in Assumption 2.9.1.

\begin{proof}
In the proof, the symbol \( c \) denotes a constant that does not depend on \( u \), \( g \), \( \psi_2 \), \( \psi_4 \), and \( \psi_7 \), but may change its value from line to line.

Let \( u \in W^{1,m}(\Omega) \) be a weak solution of (3.1.3). By Theorem 2.9.2, by compactness of \( \partial \Omega \), since Hölder continuity is a local property, and since the norm of \( C^{0,\alpha}(\Omega) \) does essentially depend only on the local behavior of the function, it suffices to show that for every \( z \in \partial \Omega \) there exists a neighborhood \( H' \) of \( z \) such that \( u \in C^{0,\alpha}(H' \cap \Omega) \) with an estimate like (3.1.4).

Let \( z \in \partial \Omega \) be fixed and pick \( H \) as before. Let \( H' \) be a neighborhood of \( z \) that is relatively compact in \( H \). Choose \( h_j \in L^{qN/(N-1)}(H) \) as in Lemma 3.1.4. Then

\[
\int_H \nabla \eta \tilde{A}(x,\tilde{u},\nabla \tilde{u}) + \int_H \eta \tilde{a}(x,\tilde{u},\nabla \tilde{u}) = 0
\]

for every \( \eta \in C_0^\infty(H) \) with

\[
\tilde{A}_j(x,u,p) := \tilde{A}_j(x,u,p) - h_j \quad \text{and} \quad \tilde{a}(x,u,p) := \tilde{a}(x,u,p) - \tilde{a}_0.
\]

Using Lemma 3.1.3 and Young’s inequality we obtain that for every \( \epsilon > 0 \)

\[
p \tilde{A}(x,u,p) = p \tilde{A}(x,u,p) - \sum_{j=1}^N p_j h_j \geq \alpha^m \nu |p|^m - \tilde{\nu}_1 |u|^m - \tilde{\psi}_2 - \frac{\tilde{\epsilon}_m}{m} |p|^m - \frac{1}{m' \tilde{\epsilon}_m} |h|^m',
\]

where \( h := (h_1, \ldots, h_N)^T \). Let \( \epsilon > 0 \) be such that \( 2\tilde{\epsilon}_m = \alpha \alpha^m \nu \). Then

\[
p \tilde{A}(x,u,p) \geq \nu |p|^m - \tilde{\psi}_1 |u|^m - \tilde{\psi}_2, \quad (3.1.5)
\]
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with \( \nu := \frac{\alpha m}{2} > 0 \) and

\[ |\tilde{\psi}_2| \leq |\tilde{\psi}_2'| + c|h|m'. \]

First let \( m \leq N \). Then \( q > \frac{N - 1}{m - 1} \) by assumption, hence \( \frac{qN}{N - 1} > \frac{N}{m - 1} \). Thus for sufficiently small \( \epsilon' > 0 \),

\[ h_j \in L^{(m - \epsilon)(m - \epsilon')}(H), \|h_j\|_{L^{(m - \epsilon)(m - \epsilon')}(H)} \leq c\|g\|_{L^q(\partial\Omega)} \]

We pick \( \epsilon' > 0 \) so small that \( \frac{N}{m - \epsilon'} < \frac{N}{m} + \epsilon \) and \( \frac{N}{m - 1 - \epsilon'} < \frac{N}{m - 1} + \epsilon \) for \( \epsilon \) as in Assumption 2.9.1. Then

\[ |h|^m = |h|^{m/(m - 1)} \in L^{N/(m - \epsilon')}(H), \|h|^m\|_{L^{N/(m - \epsilon')}(H)} \leq c\|g\|_{L^q(\partial\Omega)} \]

and thus

\[ \tilde{\psi}_2 \in L^{N/(m - \epsilon')}(H), \|\tilde{\psi}_2\|_{L^{N/(m - \epsilon')}(H)} \leq c\left(\|\tilde{\psi}_2\|_{L^{N/(m - \epsilon')}(H)} + \|g\|_{L^q(\partial\Omega)}\right) \]

by Lemma 3.1.2, part (iv). Hence estimate (3.1.5) for \( \tilde{A} \) is of the type that is required in (2.9.8). Since by (3.1.1)

\[ h_j \in L^{N/(m - 1 - \epsilon')}(H), \|h_j\|_{L^{N/(m - 1 - \epsilon')}(H)} \leq c\|g\|_{L^q(\partial\Omega)} \]

and in particular

\[ h_0 \in L^{N/(m - \epsilon')}(H), \|h_0\|_{L^{N/(m - \epsilon')}(H)} \leq c\|g\|_{L^q(\partial\Omega)} \]

estimates (2.9.9) and (2.9.10) are satisfied for \( \tilde{A} \) and \( \tilde{a} \), with \( \tilde{\psi}_4 := \tilde{\psi}_4 + \sum_{j=1}^N |h_j| \) and

\[ \tilde{\psi}_7 := \tilde{\psi}_7 + |h_0| \]

and

\[ \|\tilde{\psi}_4\|_{L^{N/(m - 1 - \epsilon')}(H)} \leq c\left(\|\tilde{\psi}_4\|_{L^{N/(m - 1 + \epsilon)}(\Omega)} + \|g\|_{L^q(\partial\Omega)}\right) \]

and

\[ \|\tilde{\psi}_7\|_{L^{N/(m - 1 - \epsilon')}(H)} \leq c\left(\|\tilde{\psi}_7\|_{L^{N/(m - 1 + \epsilon)}(\Omega)} + \|g\|_{L^q(\partial\Omega)}\right). \]

Now Theorem 2.9.2 implies that \( \tilde{u} \in C^{0,\alpha}(H') \) for some \( \alpha \in (0,1) \) with

\[ \|\tilde{u}\|_{C^{0,\alpha}(H')} \leq c\left(\|\tilde{u}\|_{L^m(\Omega)} + (\|\tilde{\psi}_4\| + \|\tilde{\psi}_7\|)^{1/(m - 1)} + \|\tilde{\psi}_2\|^{1/m}) \right) \]

\[ \leq c\left(\|u\|_{L^m(U)} + (\|\psi_4\| + \|\psi_7\| + \|g\|_{L^q(\partial\Omega)})^{1/(m - 1)} + (\|\psi_2\| + \|g\|_{L^q(\partial\Omega)})^{1/m}) \right). \]

Thus \( \tilde{u}|_{U'} \in C^{0,\alpha}(U') \) for \( U' := H' \cap \Omega \) with \( \|\tilde{u}|_{U'}\|_{C^{0,\alpha}(U')} \leq \|\tilde{u}\|_{C^{0,\alpha}(H')} \). Hence the theorem is proved if \( m \leq N \), see also Lemma 2.1.3.

Now let \( m > N \). Then by (3.1.1)

\[ h_j \in L^{N/(N - 1)}(H), \|h_j\|_{L^{N/(N - 1)}(H)} \leq c\|g\|_{L^1(\partial\Omega)} \]
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Since \( x \mapsto \frac{1}{x-1} \) is monotonically decreasing for \( x > 1 \), we obtain that

\[
h_j \in L^{m/(m-1)}(H), \; \|h_j\|_{L^{m/(m-1)}(H)} \leq c \|g\|_{L^q(\partial \Omega)},
\]

and in particular

\[
h_0 \in L^1(H), \; \|h_j\|_{L^1(H)} \leq c \|g\|_{L^q(\partial \Omega)}.
\]

Moreover,

\[
|h|^{m'} = |h|^{m/(m-1)} \in L^1(H), \; \|h|^{m'}\|_{L^1(H)} \leq c \|g|^{m/(m-1)}\|_{L^q(\partial \Omega)}.
\]

Using these estimates, we see as in the case \( m \leq N \) that \( \bar{A} \) and \( \bar{a} \) satisfy Assumption 2.9.1, where the functions \( \bar{\psi}_2, \bar{\psi}_4, \) and \( \bar{\psi}_7 \) can be estimated like before. Again the claim follows from Theorem 2.9.2. \( \square \)

**Corollary 3.1.6.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain, and let \( \varepsilon > 0 \). Under Assumption 2.9.1, there exist \( \alpha \in (0, 1) \) and a constant \( c \geq 0 \) with the following property. Let \( f_0 \) and \( f_j \) be functions on \( \Omega \), and let \( g \) be a function on \( \partial \Omega \). If \( m \leq N \), we assume \( f_0 \in L^{N/m+\varepsilon}(\Omega) \), \( f_j \in L^{N/(m-1)+\varepsilon}(\Omega) \), and \( g \in L^{(N-1)/(m-1)+\varepsilon}(\partial \Omega) \). If \( m > N \), we assume \( f_0 \in L^1(\Omega) \), \( f_j \in L^{m/(m-1)}(\Omega) \), \( j = 1, \ldots, N \), and \( g \in L^1(\partial \Omega) \). Then every weak solution \( u \in W^{1,m}(\Omega) \) of (2.9.7) is in \( C^{0,\alpha}(\Omega) \) with

\[
\|u\|_{C^{0,\alpha}(\Omega)} \leq c \left( \|u\|_{L^m(\Omega)} + \left( \|f_0\| + \sum_{j=1}^N \|f_j\| + \|g\| \right)^{1/(m-1)} + 1 \right),
\]

where the norms of \( f_0, f_j, \) and \( g \) are to be taken in the aforementioned spaces.

**Proof.** Define

\[
\bar{A}_j(x, u, p) := A_j(x, u, p) - f_j(x) \quad \text{and} \quad \bar{a}(x, u, p) := a(x, u, p) - f_0(x).
\]

Then \( u \) is a weak solution of

\[
\begin{cases}
- \text{div} \, \bar{A}(x, u, \nabla u) + \bar{a}(x, u, \nabla u) = 0 & \text{on } \Omega, \\
\bar{A}(z, u, \nabla u) \cdot \nu = g & \text{on } \partial \Omega.
\end{cases}
\]

The same arguments as in the proof of Theorem 3.1.5 show that \( \bar{A} \) and \( \bar{a} \) satisfy Assumption 2.9.1 with

\[
\|
\bar{\psi}_2\| \leq c(\|
\psi_2\| + \sum_{j=1}^N \|f_j\|^{m/(m-1)}), \quad \|
\bar{\psi}_4\| \leq c(\|
\psi_4\| + \sum_{j=1}^N \|f_j\|),
\]

\[
\|
\bar{\psi}_7\| \leq c(\|
\psi_7\| + \|f_0\|).
\]
where the norms are to be taken in the spaces indicated in Assumption 2.9.1. Thus
\[
\left(\|\bar{\psi}_4\| + \|\bar{\psi}_7\|\right)^{1/(m-1)} + \|\bar{\psi}_2\|^{1/m} \leq c\left(\|f_0\| + \sum_{j=1}^N \|f_j\|\right)^{1/(m-1) + 1}
\]
by Lemma 2.1.3. Now the claim follows from Theorem 3.1.5. \qed

The proof of Corollary 3.1.6 reveals the following fact.

**Remark 3.1.7.** In Corollary 3.1.6, assume in addition that \(\psi_2 = \psi_4 = \psi_7 = 0\) in Assumption 2.9.1. Then estimate (3.1.6) can be refined to
\[
\|u\|_{C^0,\alpha}(\Omega) \leq c\left(\|u\|_{L^m(\Omega)} + \left(\|f_0\| + \sum_{j=1}^N \|f_j\| + \|g\|\right)^{1/(m-1)}\right).
\]

### 3.2 Existence of solutions

For the regularity results in Chapter 4, we need that a resolvent operator for the Neumann problem exists, i.e., we need existence of unique weak solutions for the associated Neumann problem. This section is devoted to the study of existence of solutions. As usual in the theory of partial differential equations, we can expect existence of solutions only if we add a sufficiently large lower order term so that the resulting differential operator will be coercive.

#### 3.2.1 Linear equations

We start with linear problems. For those, the Lax-Milgram lemma constitutes a handy tool to prove existence and even uniqueness of weak solutions.

**Lemma 3.2.1.** Let \(\Omega \subset \mathbb{R}^N\) be a bounded Lipschitz domain. Under Assumption 2.9.3, there exist \(\alpha > 0\) and \(\omega_0 \geq 0\) such that
\[
\sum_{i,j=1}^N \int_\Omega a_{ij} D_i u \ D_j u + \sum_{j=1}^N \int_\Omega b_j D_j u + \sum_{i=1}^N \int_\Omega c_i D_i u \ u + \int_\Omega d u^2 \geq \alpha \|\nabla u\|_{L^2(\Omega)}^2 - \omega_0 \|u\|_{L^2(\Omega)}^2.
\]
for all \(u \in W^{1,2}(\Omega)\).

**Proof.** For simplicity we assume that \(\sum_j \|b_j + c_j\|_{L^2(\Omega)}^2 \neq 0\) and \(\|d\|_{L^{q/2}(\Omega)} \neq 0\) since we are going to divide by these expressions. But in fact, if either of these terms equals zero, the respective part of the proof becomes trivial, so this assumption is no real restriction.
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Let \( u \in W^{1,2}(\Omega) \) be arbitrary. By Assumption 2.9.3,

\[
\sum_{i,j=1}^{N} \int_{\Omega} a_{ij} D_{i}u \, D_{j}u \geq \nu \int_{\Omega} |\nabla u|^2 = \nu \|\nabla u\|_{L^2(\Omega)}^2. \tag{3.2.1}
\]

Moreover, by Hölder’s and Young’s inequalities

\[
\sum_{j=1}^{N} \int_{\Omega} b_{j} u \, D_{j}u \leq \sum_{j=1}^{N} \|b_{j} + c_{j}\|_{L^q(\Omega)} \|\nabla u\|_{L^2(\Omega)} \leq \nu \|\nabla u\|_{L^2(\Omega)}^2 + \frac{\nu}{4} \|\nabla u\|_{L^2(\Omega)}^2 \tag{3.2.2}
\]

Since \( W^{1,2}(\Omega) \) is compactly embedded into \( L^{2q/(q-2)}(\Omega) \) for \( N \geq 2 \) by Theorem 2.3.9, for every \( \varepsilon > 0 \) there exists \( c_{\varepsilon} > 0 \) not depending on \( u \) such that

\[
\|u\|_{L^{2q/(q-2)}(\Omega)} \leq \varepsilon \|\nabla u\|_{L^2(\Omega)}^2 + c_{\varepsilon} \|u\|_{L^2(\Omega)}^2.
\]

For \( \varepsilon := \frac{\nu^2}{N} \left( \sum_{j=1}^{N} \|b_{j} + c_{j}\|_{L^q(\Omega)}^2 \right)^{-1} \) we obtain that

\[
\sum_{j=1}^{N} \int_{\Omega} b_{j} u \, D_{j}u \leq \frac{\nu}{2} \|\nabla u\|_{L^2(\Omega)}^2 + \frac{Nc_{\varepsilon}}{\nu} \sum_{j=1}^{N} \|b_{j} + c_{j}\|_{L^q(\Omega)}^2 \|u\|_{L^2(\Omega)}^2. \tag{3.2.3}
\]

In a similar way we see that

\[
\int_{\Omega} |du|^2 \leq \|d\|_{L^{2q/(q-2)}(\Omega)} \|u\|^2_{L^{2q/(q-2)}(\Omega)} = \|d\|_{L^{2q/(q-2)}(\Omega)} \|u\|^2_{L^{2q/(q-2)}(\Omega)} \leq \varepsilon \|d\|_{L^{2q/(q-2)}(\Omega)} \|\nabla u\|^2_{L^2(\Omega)} + c_{\varepsilon} \|d\|_{L^{2q/(q-2)}(\Omega)} \|u\|^2_{L^2(\Omega)} \tag{3.2.3}
\]

\[
= \frac{\nu}{4} \|\nabla u\|^2_{L^2(\Omega)} + c_{\varepsilon} \|d\|_{L^{2q/(q-2)}(\Omega)} \|u\|^2_{L^2(\Omega)}
\]
3.2 Existence of solutions

with \( \bar{\epsilon} := \frac{\nu}{4} \|d\|^{-1}_{L^{q/2}(\Omega)} \). Combining (3.2.1), (3.2.2), and (3.2.3),

\[
\sum_{i,j=1}^{N} \int_{\Omega} a_{ij} D_{i} u D_{j} u + \sum_{j=1}^{N} \int_{\Omega} b_{j} u D_{j} u + \sum_{i=1}^{N} \int_{\Omega} c_{i} D_{i} u u + \int_{\Omega} d u^2 \\
\geq \frac{\nu}{4} \|\nabla u\|^{2}_{L^{2}(\Omega)} - \omega_{0} \|u\|^{2}_{L^{2}(\Omega)}
\]

for some \( \omega_{0} \geq 0 \) that does not depend on \( u \).

Proposition 3.2.2. Let \( \Omega \) be a bounded Lipschitz domain. Under Assumption 2.9.3, there exists \( \omega_{0} \geq 0 \) such that for all \( \omega > \omega_{0} \) and \( r > 1 \) we can find \( c \geq 0 \) with the following property. If \( N = 2 \), let \( f_{0} \in L^{r}(\Omega) \), \( f_{j} \in L^{2}(\Omega) \), and \( g \in L^{r}(\partial\Omega) \), whereas for \( N \geq 3 \) let \( f_{0} \in L^{2N/(N+2)}(\Omega) \), \( f_{j} \in L^{2}(\Omega) \), and \( g \in L^{2(N-1)/N}(\partial\Omega) \). Then there exists a unique weak solution \( u \in W^{1,2}(\Omega) \) of

\[
\begin{cases}
-N \sum_{j=1}^{N} D_{j} \left( \sum_{i=1}^{N} a_{ij} D_{i} u + b_{j} u \right) + \sum_{i=1}^{N} c_{i} D_{i} u u + \int_{\Omega} (d + \omega) u & = f_{0} - \sum_{j=1}^{N} D_{j} f_{j} \quad \text{on } \Omega, \\
\sum_{j=1}^{N} \left( \sum_{i=1}^{N} a_{ij} D_{i} u + b_{j} u \right) v_{j} & = g + \sum_{j=1}^{N} f_{j} v_{j} \quad \text{on } \partial\Omega.
\end{cases}
\]  

(3.2.4)

Moreover, this solution satisfies

\[
\|u\|_{W^{1,2}(\Omega)} \leq c \left( \|f_{0}\| + \sum_{j=1}^{N} \|f_{j}\| + \|g\| \right),
\]

where the norms are to be taken in the aforementioned spaces.

Proof. For \( u, v \in W^{1,2}(\Omega) \), define

\[
\alpha^{\omega}(u, v) := \sum_{i,j=1}^{N} \int_{\Omega} a_{ij} D_{i} u D_{j} v + \sum_{j=1}^{N} \int_{\Omega} b_{j} u D_{j} v + \sum_{i=1}^{N} \int_{\Omega} c_{i} D_{i} u v + \int_{\Omega} (d + \omega) u v.
\]  

(3.2.6)

Then \( \alpha^{\omega} \) is a continuous form on \( W^{1,2}(\Omega) \), see estimates (3.2.2) and (3.2.3). Take \( \omega_{0} \geq 0 \) as in Lemma 3.2.1. Then

\[
\alpha^{\omega}(u, u) \geq \alpha \|\nabla u\|^{2}_{L^{2}(\Omega)} + (\omega - \omega_{0}) \|u\|^{2}_{L^{2}(\Omega)} \geq \min\{\alpha, \omega - \omega_{0}\} \|u\|^{2}_{W^{1,2}(\Omega)},
\]

i.e., \( \alpha^{\omega} \) is coercive.

Theorems 2.3.9 and 2.3.10 and Hölder’s inequality show that

\[
\left| \int_{\partial\Omega} g v - \int_{\Omega} f_{0} v - \sum_{j=1}^{N} \int_{\Omega} f_{j} D_{j} v \right| \leq c_{1} \left( \|f_{0}\| + \sum_{j=1}^{N} \|f_{j}\| + \|g\| \right) \|v\|_{W^{1,2}(\Omega)},
\]
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where \( c_1 \geq 0 \) depends only on the function spaces. This means that

\[
\varphi(v) := \int_{\partial \Omega} g v - \int_{\Omega} f_0 v - \sum_{j=1}^{N} \int_{\Omega} f_j D_j v
\]
defines a bounded linear functional \( \varphi \) on \( W^{1,2}(\Omega) \) with

\[
\|\varphi\| \leq c_1 (\|f_0\| + \sum_{j=1}^{N} \|f_j\| + \|g\|).
\]

Since \( a^\omega \) is coercive, the Lax-Milgram lemma, i.e., Theorem 2.4.6, implies that there exists a unique \( u \in W^{1,2}(\Omega) \) such that

\[
a^\omega(u, v) = \varphi(v) \quad \text{for all} \quad v \in W^{1,2}(\Omega)
\]

and

\[
\|u\|_{W^{1,2}(\Omega)} \leq c_2 \|\varphi\| \leq c_1 c_2 (\|f_0\| + \sum_{j=1}^{N} \|f_j\| + \|g\|)
\]

for a constant \( c_2 \geq 0 \) not depending on \( u, f_0, f_j, \) and \( g \). Expanding the definitions of \( a^\omega \) and \( \varphi \) and using that \( C^\infty(\Omega) \) is dense in \( W^{1,2}(\Omega) \), we see that (3.2.7) is equivalent to \( u \) being a weak solution in \( W^{1,2}(\Omega) \) of (3.2.4).

3.2.2 Quasilinear equations

In this section we recall how the theory of monotone or more generally pseudo-monotone operators is used to prove existence of solutions to (2.9.7) provided that apart from growth conditions the leading term also satisfies a monotonicity assumption. For this it will be useful to consider the differential operator as a mapping from \( W^{1,m}(\Omega) \) into its dual space, i.e.,

\[
A: W^{1,m}(\Omega) \rightarrow W^{-1,m}(\Omega)^\prime, \quad \langle A(u), v \rangle := \int_{\Omega} \nabla v A(x, u, \nabla u) + \int_{\Omega} v a(x, u, \nabla u),
\]

provided of course that for fixed \( u \) this indeed defines a bounded linear functional on \( W^{1,m}(\Omega) \).

The following lemma states the rather obvious relation between the operator \( A \) and the differential equation (2.9.7).

**Lemma 3.2.3.** Let \( m \in (1, \infty) \), let \( \Omega \) be a bounded Lipschitz domain, and let Assumption 2.9.1 be fulfilled. Let \( f_0 \) and \( f_j \) be functions on \( \Omega \) and \( g \) be a function on \( \partial \Omega \) such that \( f_j \in L^{m/(m-1)}(\Omega) \) and

- if \( m < N \), then \( f_0 \in L^{mN/(mN + m - N)}(\Omega) \) and \( g \in L^{m(N-1)/(mN - N)}(\partial \Omega) \).
3.2 Existence of solutions

• if \( m = N \), then \( f_0 \in L^r(\Omega) \) and \( g \in L^r(\partial\Omega) \) for some \( r > 1 \);
• if \( m > N \), then \( f_0 \in L^1(\Omega) \) and \( g \in L^1(\partial\Omega) \).

Then

\[
\varphi: W^{1,m}(\Omega) \rightarrow \mathbb{R}, \ v \mapsto \int_{\Omega} v f_0 + \sum_{j=1}^{N} \int_{\Omega} D_j v f_j + \int_{\partial\Omega} v g
\]

defines a bounded linear functional on \( W^{1,m}(\Omega) \). Moreover, \( u \in W^{1,m}(\Omega) \) is a weak solution of (2.9.7) if and only if \( \mathcal{A}(u) = \varphi \).

**Proof.** The boundedness of \( \varphi \) is an easy consequence of Hölder’s inequality and Theorems 2.3.9 and 2.3.10. The equivalence of \( u \) being a solution of (2.9.7) to \( \mathcal{A}(u) = \varphi \) follows from the definitions combined with Theorem 2.3.6.

By Lemma 3.2.3, solving (2.9.7) is the same as finding \( u \in W^{1,m}(\Omega) \) such that \( \mathcal{A}(u) = \varphi \) for an appropriately chosen \( \varphi \in W^{1,m}(\Omega) \). The next theorem allows us to apply Theorem 2.5.5 to solve the latter equation.

**Assumption 3.2.4.** Let \( m \in (1, \infty) \). Let the functions \( A \) and \( a \) be measurable, and assume that \( A \) and \( a \) are continuous with respect to \( u \) and \( p \). Assume that there exist \( \nu, \mu > 0 \) and non-negative functions \( \psi_1 \in L^{m/(m-1)}(\Omega) \), and \( \psi_2 \in L^1(\Omega) \) such that

\[
|A(x,u,p)| \leq \mu|p|^{m-1} + \mu|u|^{m-1} + \psi_1, \quad |a(x,u,p)| \leq \mu|p|^{m-1} + \mu|u|^{m-1} + \psi_1, \\
\mu A(x,u,p) \geq \nu|p|^m - \mu|u|^m - \psi_2
\]

for all \( x \in \Omega \), \( u \in \mathbb{R} \), and \( p \in \mathbb{R}^N \). Moreover, assume that

\[
(p - \tilde{p}) (A(x,u,p) - A(x,u,\tilde{p})) > 0 \tag{3.2.9}
\]

for all \( x \in \Omega \), \( u \in \mathbb{R} \), and \( p \neq \tilde{p} \in \mathbb{R}^N \).

**Theorem 3.2.5** (Leray-Lions, [Sho97, Theorem II.6.1]). Let \( \Omega \) be a bounded Lipschitz domain. Under Assumption 3.2.4, the operator \( A \) defined as in (3.2.8) is well-defined and pseudo-monotone.

It will be useful to consider the shifted version

\[
\begin{cases}
- \text{div} A(x,u,\nabla u) + a(x,u,\nabla u) + \omega|u|^{m-2}u = f_0(x) - \sum_{j=1}^{N} D_j f_j(x) \quad &\text{on } \Omega \\
A(z,u,\nabla u) \cdot \nu(z) = g(z) + \sum_{j=1}^{N} f_j(z)\nu_j(z) \quad &\text{on } \partial \Omega,
\end{cases} \tag{3.2.10}
\]

of equation (2.9.7) for some given \( \omega \in \mathbb{R} \).
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**Theorem 3.2.6.** Let $\Omega$ be a bounded Lipschitz domain, and let $m \in (1, \infty)$. Under Assumption 3.2.4, there exists $\omega_0 \geq 0$ such that for every $\omega > \omega_0$ equation (3.2.10) has a weak solution $u \in W^{1,m}(\Omega)$ whenever $f_0$, $f_j$, and $g$ are functions as in Lemma 3.2.3. In addition, there exists $c \geq 0$ not depending on $u$, $f_0$, $f_j$, and $g$ such that

$$
\|u\|_{W^{1,m}(\Omega)} \leq c \left( (\|f_0\| + \sum_{j=1}^{N} \|f_j\| + \|g\|)^{1/(m-1)} + 1 \right). 
$$

(3.2.11)

Here, the norms are to be taken in the spaces indicated in Lemma 3.2.3.

**Proof.** Let $A$ be as in (3.2.8), and define for $\omega \geq 0$

$$
\langle A^\omega(u), v \rangle := \langle A(u), v \rangle + \omega \int_{\Omega} |u|^{m-2} uv
$$

(3.2.12)

for $u, v \in W^{1,m}(\Omega)$, which is the operator belonging to the equation (3.2.10) in the sense of Lemma 3.2.3.

By Assumption 3.2.4 and Hölder’s inequality

$$
\langle A^\omega(u), v \rangle \leq \int_{\Omega} (\mu |\nabla u|^{m-1} + \mu |u|^{m-1} + \psi_1) |\nabla v|
$$

$$
+ \int_{\Omega} (\mu |\nabla u|^{m-1} + (\mu + \omega)|u|^{m-1} + \psi_1) |v|
$$

$$
\leq \left( \mu \|\nabla u\|^{m-1}_{L^\infty(\Omega)} + (\mu + \omega) \|u\|^{m-1}_{L^\infty(\Omega)} + \|\psi_1\|_{L^{m/(m-1)}(\Omega)} \right) \cdot \left( \|\nabla v\|_{L^\infty(\Omega)} + \|v\|_{L^\infty(\Omega)} \right),
$$

which shows that $A^\omega$ is bounded.

The operator $A^\omega$ is pseudo-monotone for every $\omega \in \mathbb{R}$ by Theorem 3.2.5 since its coefficients fulfill Assumption 3.2.4. By Hölder’s and Young’s inequalities, we have for all $\varepsilon > 0$ and all $u \in W^{1,m}(\Omega)$ that

$$
\langle A(u), u \rangle = \int_{\Omega} \nabla u A(x, u, \nabla u) + \int_{\Omega} u a(x, u, \nabla u)
$$

$$
\geq \nu \int_{\Omega} |\nabla u|^{m} - \mu \int_{\Omega} |u|^{m} - \int_{\Omega} \psi_2 - \mu \int_{\Omega} |\nabla u|^{m-1} |u| - \mu \int_{\Omega} |u|^{m} - \int_{\Omega} \psi_1 |u|
$$

$$
\geq \left( \nu - \frac{m-1}{m} \varepsilon^{m/(m-1)} \mu \right) \int_{\Omega} |\nabla u|^{m} - \left( 2\mu + \frac{1}{m} \varepsilon^{m} + \frac{1}{m} \right) \int_{\Omega} |u|^{m}
$$

$$
- \frac{m-1}{m} \int_{\Omega} \psi_1^{m/(m-1)} - \int_{\Omega} \psi_2.
$$
3.2 Existence of solutions

Thus, if we pick a sufficiently small $\varepsilon > 0$, we find $\nu' > 0$, $\omega_0 \geq 0$, and $d \geq 0$ such that

$$\langle A(u), u \rangle \geq \nu' \|u\|_{W^{1,m}(\Omega)}^m - \omega_0 \|u\|_{L^m(\Omega)}^m - d \tag{3.2.13}$$

for all $u \in W^{1,m}(\Omega)$. Thus $A^\omega$ is coercive for $\omega > \omega_0$.

Let $\omega > \omega_0$. Then we obtain from Theorem 2.5.5 that $A^\omega$ is surjective. Let $\varphi$ be the linear functional on $W^{1,m}(\Omega)$ defined in Lemma 3.2.3. Then there exists $u \in W^{1,m}(\Omega)$ such that $A^\omega(u) = \varphi$, i.e., $u$ is a weak solution of (3.2.10) by Lemma 3.2.3. Moreover, for every $\varepsilon > 0$. Picking $\varepsilon > 0$ small enough, we find constants $c_1 \geq 0$ and $c_2 \geq 0$ not depending on $u$ or $\varphi$ such that

$$\|u\|_{W^{1,m}(\Omega)} \leq \left( c_1 + c_2 \|\varphi\|_{W^{1,m}(\Omega)}^{m/(m-1)} \right)^{1/m}.$$

By Lemma 2.1.3 and since $\|\varphi\|_{W^{1,m}(\Omega)}$ can be estimated in terms of the norms of $f_0$, $f_j$, and $g$, this implies (3.2.11).

In some situations, the monotonicity condition 3.2.9 already guarantees uniqueness of solutions. We cover a particularly important case with the following corollary.

**Corollary 3.2.7.** Under the assumptions of Theorem 3.2.6, assume in addition that $A$ does not depend on $u$ itself, i.e., $A(x, u, \nabla u) = A(x, \nabla u)$, and that $a(x, u, \nabla u) = 0$. Then for every $\omega > 0$ there exists a unique solution of (3.2.10).

**Proof.** The operator $A$ is monotone by (3.2.9). In fact,

$$\langle A(u) - A(v), u - v \rangle = \int_\Omega (\nabla u - \nabla v) (A(x, \nabla u) - A(x, \nabla v)) \geq 0$$

for all $u$ and $v$ in $W^{1,m}(\Omega)$. Hence $A^\omega$ is strictly monotone for every $\omega > 0$. In fact, it can easily be checked that

$$\int_\Omega (|u|^{m-2}u - |v|^{m-2}v)(u - v) \geq 0$$

for all $u$ and $v$ in $L^m(\Omega)$ with equality if and only if $u = v$ almost everywhere, compare Lemma 3.2.8. It is now clear that we can pick $\omega_0 = 0$ in the proof of Theorem 3.2.6, i.e., that indeed there exists a solution of (3.2.10) for every $\omega > 0$.

Assume that there exists $\omega > 0$ such that we can find two different weak solutions $u$ and $v$ of (3.2.10). Then $A^\omega(u) = A^\omega(v)$ by Lemma 3.2.3. Since $A^\omega$ is strictly monotone, this implies that

$$0 = \langle A^\omega(u) - A^\omega(v), u - v \rangle > 0,$$
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a contradiction.

The following criterion will be useful in order to check that the differential operators in our examples satisfy (3.2.9).

**Lemma 3.2.8.** Let $w$ be a function from $[0, \infty)$ to $\mathbb{R}$. Then

$$ (p - \tilde{p})(w(|p|)p^T - w(|\tilde{p}|)\tilde{p}^T) > 0 \text{ for all row vectors } p \neq \tilde{p} \text{ in } \mathbb{R}^N \quad (3.2.14) $$

if and only if $w(x)x$ is positive and strictly increasing on $(0, \infty)$. Thus in particular (3.2.14) holds if $w$ is positive and non-decreasing.

**Proof.** Assume (3.2.14). For $0 \leq y < x$ we pick $p := xe^T$ and $\tilde{p} := ye^T$, for some unit vector $e$ in $\mathbb{R}^N$. Then

$$(xe^T - ye^T)(w(x)xe - w(y)ye) = (x - y)(w(x)x - w(y)y) > 0.$$ 

Dividing by $x - y$ we see that $w(x)x > w(y)y$, showing that $x \mapsto w(x)x$ is strictly increasing on $[0, \infty)$. For $y = 0$ we obtain in particular that $w(x)x > 0$ if $x > 0$.

Now let $x \mapsto w(x)x$ be strictly increasing and positive on $(0, \infty)$. To prove (3.2.14) we can without loss of generality assume that $w(0) = 0$. For all $p$ and $\tilde{p}$ we have by the Cauchy-Schwarz inequality that

$$(p - \tilde{p})(w(|p|)p^T - w(|\tilde{p}|)\tilde{p}^T) = w(|p|)|p|^2 - (w(|p|) + w(|\tilde{p}|))(p | \tilde{p}) + w(|\tilde{p}|)|\tilde{p}|^2 
\geq w(|p|)|p|^2 - (w(|p|) + w(|\tilde{p}|))|p|\tilde{p} + w(|\tilde{p}|)|\tilde{p}|^2 
= (|p| - |\tilde{p}|)(w(|p|)|p| - w(|\tilde{p}|)|\tilde{p}|) \geq 0. $$

Now assume that the left hand side equals zero. Then we have equality in both estimates. Since $x \mapsto w(x)x$ is strictly increasing, $|p| = |\tilde{p}|$. Moreover, we have either $w(|p|) + w(|\tilde{p}|) = 0$, i.e., $p = \tilde{p} = 0$, or $(p | \tilde{p}) = |p| |\tilde{p}|$, the latter being only possible for $p = \tilde{p}$ since $|p| = |\tilde{p}|$. 

**Example 3.2.9.** If $N = 2$, let $f_0 \in L^r(\Omega)$, $f_j \in L^2(\Omega)$, and $g \in L^r(\partial\Omega)$ for some $r > 1$. If $N \geq 3$, let $f_0 \in L^{2N/(N+2)}(\Omega)$, $f_j \in L^2(\Omega)$, and $g \in L^{2(N-1)/N}(\partial\Omega)$. Then for every $\omega > 0$ the equation

$$
\left\{
\begin{array}{ll}
-\text{div} \left[(1 + \arctan(|\nabla u|^2))\nabla u\right] + \omega u = f_0 - \sum_{j=1}^{N} D_j f_j & \text{on } \Omega, \\
(1 + \arctan(|\nabla u|^2)) \frac{\partial u}{\partial v} = g + \sum_{j=1}^{N} f_j \nu_j & \text{on } \partial\Omega
\end{array}
\right.
$$

has a unique weak solution $u \in W^{1,2}(\Omega)$. 
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Proof. We check Assumption 3.2.4 with \( m = 2 \) for

\[
A(x, u, p) := (1 + \arctan(|p|^2))p^T \quad \text{and} \quad a(x, u, p) := 0.
\]

The only non-obvious property is the monotonicity condition (3.2.9). But for

\[
w(x) := 1 + \arctan(x^2)
\]

the function \( w \) is positive and strictly increasing on \((0, \infty)\). Thus (3.2.9) is a consequence of Lemma 3.2.8. The claim now follows from Corollary 3.2.7.

Example 3.2.10. Let \( m \in (1, \infty) \) and \( k \geq 0 \). For every \( \omega > 0 \), the (degenerate or non-degenerate, depending on whether \( k = 0 \) or not) \( m \)-Laplace equation

\[
\begin{cases}
-\text{div}\left((k + |\nabla u|^2)^{(m-2)/2}\nabla u\right) + \omega|u|^{m-2}u = f_0 - \sum_{j=1}^{N} D_j f_j & \text{on } \Omega, \\
(k + |\nabla u|^2)^{(m-2)/2} \frac{\partial u}{\partial \nu} = g + \sum_{j=1}^{N} f_j \nu_j & \text{on } \partial \Omega
\end{cases}
\]

has a unique weak solution \( u \in W^{1,m}(\Omega) \) whenever the functions on the right hand side are in the spaces indicated in Lemma 3.2.3.

Proof. We check that Assumption 3.2.4 is fulfilled. Only the monotonicity condition is non-trivial. This, however, follows from Lemma 3.2.8 applied to \( w(x) := (k + x^2)^{(m-2)/2} \).

The claim now follows from Corollary 3.2.7.

3.3 Continuous dependence

For the transition from Neumann boundary conditions to general Robin boundary conditions, i.e., from (2.9.7) to (2.9.6), we will need that the solution depends continuously on the right hand side. More precisely, we even require the resolvent to be locally Hölder continuous as an operator into \( W^{1,m}(\Omega) \). The aim of this section is to give sufficient conditions for this assumption to be fulfilled.

A necessary condition for continuous dependence is of course uniqueness of solutions. Thus it is natural to add a term of the form \( \omega|u|^{m-2}u \) for some large \( \omega \), compare Proposition 3.2.2 and Theorem 3.2.6. We exhibit three classes of differential equations for which we have continuous dependence.

There is not much known about continuous dependence, in particular if \( m < 2 \). But there are some recent related results in the literature. Lê [Lê07] showed that for
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$m \in (1, \infty)$ the resolvent of the $m$-Laplace operator with Dirichlet boundary conditions is locally Hölder continuous from $L^\infty(\Omega)$ to $C^1(\Omega)$ if the domain is of class $C^{1,\gamma}$ for some $\gamma \in (0,1)$. This is optimal in the sense that for less regular $\Omega$ the solution is not even contained in $C^1(\Omega)$. In a preprint, Biegert [Bie10] proved that in particular for Lipschitz domains the $m$-Laplace operator with Dirichlet or Robin boundary conditions is locally Hölder continuous from appropriate $L^p$-spaces to $L^\infty(\Omega)$ if $m$ is not too close to 1.

3.3.1 Linear equations

For linear equations, the Lipschitz continuous dependence on the right hand side is automatic.

**Proposition 3.3.1.** Let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain. Under Assumption 2.9.3, there exists $\omega_0 \geq 0$ such that for every $\omega > \omega_0$ we can find $c \geq 0$ with the following property. If $(f_0, f_j, g)$ and $(\tilde{f}_0, \tilde{f}_j, \tilde{g})$ are as in Proposition 3.2.2, then (3.2.4) has weak solutions $u$ and $\tilde{u}$ in $W^{1,2}(\Omega)$ for these respective right hand sides, and

$$\|u - \tilde{u}\|_{W^{1,2}(\Omega)} \leq c (\|f_0 - \tilde{f}_0\| + \sum_{j=1}^N \|f_j - \tilde{f}_j\| + \|g - \tilde{g}\|),$$

where the norms are to be taken in the spaces indicated in Proposition 3.2.2.

**Proof.** Take $\omega_0$ as in Proposition 3.2.2. Let $\omega$ be larger than $\omega_0$. Then, by Proposition (3.2.2), for every right hand side there exists a unique solution in $W^{1,2}(\Omega)$ of (3.2.4). Let $u$ and $\tilde{u}$ be the weak solutions for the right hand sides $(f_0, f_j, g)$ and $(\tilde{f}_0, \tilde{f}_j, \tilde{g})$. Then, by linearity, $u - \tilde{u}$ is the weak solution for $(f_0 - \tilde{f}_0, f_j - \tilde{f}_j, g - \tilde{g})$. Thus (3.3.1) follows from (3.2.5). \qed

Also the continuous dependence in the Hölder norm is a consequence of the linearity of the equation. In fact, the only issue is to show that Corollary 3.1.6 applies to equation (3.2.4).

**Proposition 3.3.2.** Let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain, and let $q > N$. Under Assumption 2.9.3, there exist $\omega_0 \geq 0$ and $\alpha \in (0,1)$ such that for every $\omega > \omega_0$ we can find $c \geq 0$ with the following property. If $f_0, f_j \in L^{q/2}(\Omega)$, $f_j, \tilde{f}_j \in L^q(\Omega)$, and $g, \tilde{g} \in L^{q-1}(\partial \Omega)$, then (3.2.4) has weak solutions $u$ and $\tilde{u}$ in $W^{1,2}(\Omega) \cap C^{0,\alpha}(\Omega)$ for the right hand sides $(f_0, f_j, g)$ and $(\tilde{f}_0, \tilde{f}_j, \tilde{g})$, respectively, and

$$\|u - \tilde{u}\|_{C^{0,\alpha}(\Omega)} \leq c (\|f_0 - \tilde{f}_0\|_{L^{q/2}(\Omega)} + \sum_{j=1}^N \|f_j - \tilde{f}_j\|_{L^q(\Omega)} + \|g - \tilde{g}\|_{L^{q-1}(\partial \Omega)}).$$

(3.3.2)
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Proof. Take \( \omega_0 \geq 0 \) as in Proposition 3.3.1, and let \( \omega \) be larger than \( \omega_0 \). Since

\[
\frac{q}{2} > \frac{N}{2} \geq \frac{2N}{N+2}, \quad q > N \geq 2, \quad q - 1 > N - 1 \geq \frac{2(N-1)}{N},
\]

by Proposition 3.3.1 there exists a weak solutions \( u \) in \( W^{1,2}(\Omega) \) of (3.2.4) for every right hand side \( (f_0, f_j, g) \).

We can regard (3.2.4) as a special case of (2.9.7) with

\[
A_j(x, u, \nabla u) = \sum_{i=1}^{N} a_{ij} D_i u + b_j u \quad \text{and} \quad a(x, u, \nabla u) = \sum_{i=1}^{N} c_i D_i u + du + \omega u.
\]

We check that for these coefficients Assumption 2.9.1 is satisfied for \( m = 2 \). Since by Assumption 2.9.3, the Cauchy-Schwarz inequality, and Young’s inequality

\[
p A(x, u, p) = \sum_{i,j=1}^{N} a_{ij} p_i p_j + \sum_{j=1}^{N} b_j u p_j \geq \nu |p|^2 - \left( \sum_{j=1}^{N} b_j^2 \right)^{1/2} |u| |p|
\]

\[
\geq (\nu - \frac{\varepsilon^2}{2}) |p|^2 - \frac{1}{2\varepsilon^2} \sum_{j=1}^{N} b_j^2 |u|^2
\]

for all \( \varepsilon > 0 \), and since \( \sum_{j=1}^{N} b_j^2 \in L^{q/2}(\Omega) \), with \( q > N \), we have (2.9.8) if we pick \( \varepsilon > 0 \) small enough. Moreover, by the Cauchy-Schwarz inequality,

\[
|A_j(x, u, p)| \leq \left( \sum_{i=1}^{N} ||a_{ij}||_{L^\infty(\Omega)} \right)^{1/2} |p| + |b_j| |u| \leq c_2 |p| + |b_j| |u|,
\]

which shows (2.9.9). Finally,

\[
|a(x, u, p)| \leq \left( \sum_{i=1}^{N} c_i^2 \right)^{1/2} |p| + (|d| + \omega)|u|.
\]

Hence (2.9.10) holds since \( \left( \sum_{i=1}^{N} c_i^2 \right)^{1/2} \in L^{q}(\Omega) \) by Lemma 2.1.3 and since \( |d| + \omega \in L^{q/2}(\Omega) \), where \( q > N \).

We have checked Assumption 2.9.1. So by Remark 3.1.7 there exist \( \alpha \in (0, 1) \) and \( c \geq 0 \) such that \( u \) and \( \tilde{u} \) are in \( C^{0,\alpha}(\Omega) \) and, since \( u - \tilde{u} \) is a weak solution of (3.2.4),

\[
\|u - \tilde{u}\|_{C^{0,\alpha}(\Omega)} \leq c \left( \|u - \tilde{u}\|_{L^2(\Omega)} + \|f_0 - \tilde{f}_0\|_{L^{q/2}(\Omega)} + \sum_{j=1}^{N} \|f_j - \tilde{f}_j\|_{L^q(\Omega)} + \|g - \tilde{g}\|_{L^{q-1}(\Omega)} \right),
\]
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Estimating \( \|u - \tilde{u}\|_{L^2(\Omega)} \) by (3.3.1), we obtain (3.3.2).

### 3.3.2 Regular equations

For quasilinear equations with strictly elliptic, smooth coefficients, continuous dependence on the right hand side can be proved by linearization of the equation. If the coefficients and their derivatives satisfy certain growth bounds or if all solutions are known to have nicely behaved derivatives, we obtain Hölder continuity of the resolvent.

**Assumption 3.3.3.** Assume that the functions \( A \) and \( a \) are measurable and that these functions are differentiable with respect to \( u \) and \( p \) with bounded derivatives. Assume moreover that there exists \( \nu > 0 \) such that

\[
\sum_{i,j=1}^{N} D_{p_i} A_j(x,u,p) \xi_i \xi_j \geq \nu |\xi|^2
\]

for all \( \xi \in \mathbb{R}^N, x \in \Omega, u \in \mathbb{R}, \) and \( p \in \mathbb{R}^N. \)

**Theorem 3.3.4.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain, \( N \geq 3. \) Under Assumption 3.3.3 there exists a real number \( \omega_0 \) such that for every \( \omega > \omega_0 \) there exists \( c \geq 0 \) with the following property. Let \( f_0 \) and \( \tilde{f}_0 \) be in \( L^{2(N/(N+2))}(\Omega), \) let \( f_j \) and \( \tilde{f}_j \) be in \( L^2(\Omega), \) let \( g \) and \( \tilde{g} \) be in \( L^{2(N-1)/N}(\partial\Omega), \) and let \( u \) and \( \tilde{u} \) be weak solutions in \( W^{1,2}(\Omega) \) of

\[
\begin{align*}
- \text{div} A(x,u,\nabla u) + a(x,u,\nabla u) + \omega u &= f_0 - \sum_{j=1}^{N} D_j f_j \quad \text{on } \Omega, \\
A(x,u,\nabla u) \cdot \nu &= g + \sum_{j=1}^{N} f_j \nu_j \quad \text{on } \partial\Omega
\end{align*}
\]

for these respective right hand sides. Then

\[
\|u - \tilde{u}\|_{W^{1,2}(\Omega)} \leq c \left( \|f_0 - \tilde{f}_0\|_{L^{2(N/(N+2))}(\Omega)} + \sum_{j=1}^{N} \|f_j - \tilde{f}_j\|_{L^2(\Omega)} + \|g - \tilde{g}\|_{L^{2(N-1)/N}(\partial\Omega)} \right).
\]

**Proof.** Let \( a^\omega(x,u,p) := a(x,u,p) + \omega u. \) Set \( w_t := u + t(\tilde{u} - u) \) and define

\[
I(t;\eta) := \int_{\Omega} \nabla \eta A(x,w_t,\nabla w_t) + \int_{\Omega} \eta a^\omega(x,w_t,\nabla w_t)
\]

for \( \eta \in C^\infty(\bar{\Omega}), \) which exists by Lemma 2.2.7. Then by assumption we have that

\[
I(0;\eta) = \int_{\Omega} \eta f_0 + \sum_{j=1}^{N} \int_{\Omega} D_j \eta f_j + \int_{\partial\Omega} \eta g
\]
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and

\[ I(1; \eta) = \int_\Omega \eta \tilde{f}_0 + \sum_{j=1}^N \int_\Omega D_j \eta \tilde{f}_j + \int_{\partial \Omega} \eta \tilde{g} \]

Hence, by Lemma 2.2.7,

\[ \int_\Omega (\tilde{f}_0 - f_0) \eta + \sum_{j=1}^N \int_\Omega (\tilde{f}_j - f_j) D_j \eta + \int_{\partial \Omega} (\tilde{g} - g) \eta \]

\[ = I(1; \eta) - I(0; \eta) = \int_0^1 \frac{d}{dt} I(t; \eta) \bigg|_{t=s} \, ds \]

\[ = \int_\Omega \int_0^1 \nabla \eta D_u A(x, w_s, \nabla w_s) ds (\tilde{u} - u) \]

\[ + \sum_{i=1}^N \int_\Omega \int_0^1 \nabla \eta D_{p_i} A(x, w_s, \nabla w_s) ds D_i (\tilde{u} - u) \]

\[ + \int_\Omega \int_0^1 \eta D_u a_\omega (x, w_s, \nabla w_s) ds (\tilde{u} - u) \]

\[ + \sum_{i=1}^N \int_\Omega \int_0^1 \eta D_{p_i} a_\omega (x, w_s, \nabla w_s) ds D_i (\tilde{u} - u), \]

i.e., \( \tilde{u} := \tilde{u} - u \) satisfies

\[ \sum_{i,j=1}^N \int_\Omega a_{ij} D_i \tilde{u} D_j \eta + \sum_{j=1}^N \int_\Omega b_j \tilde{u} D_j \eta + \sum_{i=1}^N \int_\Omega c_i D_i \tilde{u} \eta + \int_\Omega d_\omega \tilde{u} \eta \]

\[ = \int_\Omega \tilde{f} \eta + \sum_{j=1}^N \int_\Omega \tilde{f}_j D_j \eta + \int_{\partial \Omega} \tilde{g} \eta \]

with

\[ \tilde{f}_0 := \tilde{f}_0 - f_0, \quad \tilde{f}_j := \tilde{f}_j - f_j, \quad \tilde{g} := \tilde{g} - g \]

and

\[ a_{ij} := \int_0^1 D_{p_i} A_j (x, w_s, \nabla w_s) ds, \quad b_j := \int_0^1 D_u A_j (x, w_s, \nabla w_s) ds, \]

\[ c_i := \int_0^1 D_{p_i} a_\omega (x, w_s, \nabla w_s) ds, \quad d_\omega := \int_0^1 D_u a_\omega (x, w_s, \nabla w_s) ds. \]

Since \( \eta \in C^\infty(\Omega) \) was arbitrary, this shows that \( \tilde{u} \) solves a linear problem with coefficients \((a_{ij}, b_j, c_i, d_\omega)\) and right hand side \((\tilde{f}_0, \tilde{f}_j, \tilde{g})\).
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We remark that by definition of \( a^\omega \) the functions \( c_i \) do in fact not depend on \( \omega \) and that \( d^\omega \) is of the form \( d^\omega = d + \omega \) with some function \( d \) that does not depend on \( \omega \). More precisely

\[
c_i = \int_0^1 D_p a(x, w_s, \nabla w_s) ds, \quad d = \int_0^1 D_a a(x, w_s, \nabla w_s) ds.
\]

Thus \( \tilde{u} \) solves (3.2.4) for the coefficients \((a_{ij}, b_j, c_i, d)\) and the right hand side \((\tilde{f}_0, \tilde{f}_j, \tilde{g})\).

By Assumption 3.3.3, we have

\[
\sum_{i,j=1}^N D_p A_j(x, w_s, \nabla w_s) \xi_i \xi_j \geq \nu |\xi|^2
\]

for all \( \xi \in \mathbb{R}^N \). Integrating this inequality with respect to \( s \) we obtain that

\[
\sum_{i,j=1}^N a_{ij} \xi_i \xi_j \geq \nu |\xi|^2.
\]

By a similar argument, the coefficients \( a_{ij}, b_j, c_i, \) and \( d \) are bounded. Thus Assumption 2.9.3 is satisfied for these coefficients.

Let \( \omega_0 \) and \( c \) be as in Proposition 3.2.2 for the coefficients \((a_{ij}, b_j, c_i, d)\), and let \( \omega > \omega_0 \). Then \( \tilde{u} = \tilde{u} - u \) is a weak solution of (3.2.4). Hence Proposition 3.2.2 asserts that

\[
\| \tilde{u} \|_{W^{1,2}(\Omega)} \leq c \left( \| f_0 \|_{L^{2N/(N+2)}(\Omega)} + \sum_{j=1}^N \| f_j \|_{L^2(\Omega)} + \| g \|_{L^{2(N-1)/N}(\partial \Omega)} \right).
\]

This is the claim.

Remark 3.3.5. The same argument proves an analogous statement for \( N = 2 \) if we require \( f_0, \tilde{f}_0 \in L^r(\Omega), f_j, \tilde{f}_j \in L^2(\Omega), \) and \( g, \tilde{g} \in L^r(\partial \Omega) \) for some \( r > 1 \).

Corollary 3.3.6. If in the situation of Theorem 3.3.4, where \( N = 2 \) is allowed, we have that Assumption 2.9.1 is fulfilled and that \( f_0 \) and \( \tilde{f}_0 \) are in \( L^{q/2}(\Omega) \), \( f_j \) and \( \tilde{f}_j \) are in \( L^q(\Omega) \), and \( g \) and \( \tilde{g} \) are in \( L^{q-1}(\partial \Omega) \) for some \( q > N \), then \( u \) and \( \tilde{u} \) are in \( C^{0,\alpha}(\Omega) \) for some \( \alpha \in (0,1) \) and

\[
\| u - \tilde{u} \|_{C^{0,\alpha}(\Omega)} \leq c \left( \| f_0 - \tilde{f}_0 \|_{L^{q/2}(\Omega)} + \sum_{j=1}^N \| f_j - \tilde{f}_j \|_{L^q(\Omega)} + \| g - \tilde{g} \|_{L^{q-1}(\partial \Omega)} \right),
\]

where the constant \( c \) may be different from the one in Theorem 3.3.4.

Proof. The Hölder continuity of the solutions follows from Theorem 3.1.5. As in the proof of Theorem 3.3.4 we see that \( \tilde{u} := u - \tilde{u} \) solves a strictly elliptic linear problem.
Now we proceed by using Proposition 3.3.2 instead of Proposition 3.2.2. Comparing $\tilde{u}$ with the zero function, the claim follows.

\textbf{Example 3.3.7.} Consider the quasilinear Neumann problem

\[
\begin{aligned}
- \text{div} \left( (1 + \arctan(|\nabla u|^2)) \nabla u \right) + \omega u &= f_0 - \sum_{j=1}^{N} D_j f_j \quad \text{on } \Omega, \\
(1 + \arctan(|\nabla u|^2)) \frac{\partial u}{\partial \nu} &= g + \sum_{j=1}^{N} f_j \nu_j \quad \text{on } \partial \Omega
\end{aligned}
\]

on a bounded Lipschitz domain $\Omega \subset \mathbb{R}^N$, $N \geq 3$, for fixed $\omega > 0$. Then there exist $\alpha \in (0, 1)$ and a constant $c > 0$ such that if $u$ and $\tilde{u}$ are the unique solutions for right hand sides $(f_0, f_j, g)$ and $(\tilde{f}_0, \tilde{f}_j, \tilde{g})$, which exist by Example 3.2.9, then

\[
\|u - \tilde{u}\|_{W^{1,2}(\Omega)} \leq c \left( \|f_0 - \tilde{f}_0\|_{L^{2N/(N+2)}(\Omega)} + \sum_{j=1}^{N} \|f_j - \tilde{f}_j\|_{L^2(\Omega)} + \|g - \tilde{g}\|_{L^{2N/(N-1)}(\partial \Omega)} \right),
\]

and

\[
\|u - \tilde{u}\|_{C^{0, \alpha}} \leq c \left( \|f_0 - \tilde{f}_0\|_{L^{q/2}(\Omega)} + \sum_{j=1}^{N} \|f_j - \tilde{f}_j\|_{L^q(\Omega)} + \|g - \tilde{g}\|_{L^{q-1}(\partial \Omega)} \right),
\]

provided the right hand sides are in the corresponding spaces.

\textit{Proof.} We are in the situation of Theorem 3.3.4 for

\[ A(x, u, p) = (1 + \arctan(|p|^2))p^T \quad \text{and} \quad a(x, u, p) = 0. \]

We check Assumption 3.3.3. Obviously, there is no problem regarding differentiability of the coefficients and the boundedness of the derivatives. So it only remains to analyze the ellipticity condition for

\[ D_p A_j = \frac{2p_j p_j}{1 + |p|^4} + \mathbbm{1}_{\{i=j\}} \left( 1 + \arctan(|p|^2) \right). \]

For this we notice that

\[ \sum_{i,j=1}^{N} D_p A_j(x, u, p) \xi_i \xi_j = \frac{2}{1 + |p|^4} (\xi \cdot p)^2 + \left( 1 + \arctan(|p|^2) \right) |\xi|^2 \]

(3.3.4)

can be estimated from below by $|\xi|^2$. We have checked Assumption 3.3.3. Assumption 2.9.1 is trivial for this example. Hence the claims follow from Theorem 3.3.4 and Corollary 3.3.6; we merely have to notice that in this situation we may pick $\omega_0 = 0$. \qed
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Assumption 3.3.8 is very restrictive, for example allowing only linear growth of $A$ and $a$ with respect to $u$ and $p$. Note, however, that the only arguments for which these estimates are used in the proof are convex combinations of the solutions. Hence if we know a priori that the solutions and their gradients are bounded, we can relax the assumption.

**Assumption 3.3.8.** Assume that the functions $A$ and $a$ are measurable and that these functions are differentiable with respect to $u$ and $p$. Assume that whenever $K_0 \subset \mathbb{R}$ and $K_1 \subset \mathbb{R}^N$ are compact sets, then the derivatives of $A$ and $a$ are bounded on $\Omega \times K_0 \times K_1$, and there exists $\nu > 0$ such that

$$
\sum_{i,j=1}^{N} D_{p_i} A_j(x, u, p) \xi_i \xi_j \geq \nu |\xi|^2
$$

for all $\xi \in \mathbb{R}^N$, $x \in \Omega$, $u \in K_0$, and $p \in K_1$.

**Corollary 3.3.9.** Let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain, $N \geq 3$. Under Assumption 3.3.8 there exists a real number $\omega_0$ such that for every $\omega > \omega_0$ and $M \geq 0$ there exists $c \geq 0$ with the following property. Let $f_0$ and $f_0$ be in $L^{2N/(N+2)}(\Omega)$, let $f_j$ and $\tilde{f}_j$ be in $L^2(\Omega)$, and let $g$ and $\tilde{g}$ be in $L^{2(N-1)/N}(\partial \Omega)$. Assume that $u$ and $\tilde{u}$ are weak solutions in $W^{1,2}(\Omega)$ of the right hand sides, respectively, such that $|u|, |\tilde{u}|, |\nabla u|$, and $|\nabla \tilde{u}|$ are bounded by $M$. Then

$$
||u - \tilde{u}||_{W^{1,2}(\Omega)} \leq c \left( ||f_0 - \tilde{f}_0||_{L^{2N/(N+2)}(\Omega)} + \sum_{j=1}^{N} ||f_j - \tilde{f}_j||_{L^2(\Omega)} + ||g - \tilde{g}||_{L^{2(N-1)/N}(\partial \Omega)} \right).
$$

**Remark 3.3.10.** Remark 3.3.5 and Corollary 3.3.6 carry over to the situation of Corollary 3.3.9.

In order to apply Corollary 3.3.9, we need a priori estimates for solutions and their gradients. Under some rather mild conditions on the coefficients, gradient estimates can be obtained from a priori bounds for the solution itself.

**Assumption 3.3.11.** Let $m \in (1, \infty)$. Assume that $a$ is measurable, that $A$ is continuously differentiable with respect to all of its arguments, and that $A_j = D_{p_j} F$ for some differentiable function $F = F(x, u, p)$. Assume moreover that for every $M_0 > 0$ there exist positive constants $\mu$ and $\nu$ such that

$$
p A(x, u, p) \geq \nu |p|^m - \mu,
$$

$$
|A(x, u, p)| \leq \mu(1 + |p|)^{m-1}, \quad |D_{x_i} A(x, u, p)| \leq \mu(1 + |p|)^m,
$$

$$
|D_{u} A(x, u, p)| \leq \mu(1 + |p|)^{m-1}, \quad |a(x, u, p)| \leq \mu(1 + |p|)^m,
$$

and

$$
\nu(1 + |p|)^{m-2} |\xi|^2 \leq \sum_{i,j=1}^{N} D_{p_i} A_j(x, u, p) \xi_i \xi_j \leq \mu(1 + |p|)^{m-2} |\xi|^2 \quad (3.3.5)
$$

68
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hold for all \( x \in \Omega, \ |u| \leq M_0, \ p \in \mathbb{R}^N, \) and \( \xi \in \mathbb{R}^N. \)

**Lemma 3.3.12** ([Lie83, Theorem 4.5 and Example 4 in §6]). Let \( \Omega \) be of class \( C^2. \) Under Assumptions 3.3.11, let \( f \in L^\infty(\Omega) \) and \( g \in L^\infty(\partial \Omega). \) Let \( u \in W^{1,m}(\Omega) \cap L^\infty(\Omega) \) be a weak solution of

\[
\begin{cases}
- \text{div} \ A(x, u, \nabla u) + a(x, u, \nabla u) = f & \text{in } \Omega, \\
A(x, u, \nabla u) \cdot \nu = g & \text{on } \partial \Omega.
\end{cases}
\]

(3.3.6)

Then \( u \) is in \( W^{1,\infty}(\Omega) \), and there exists an upper bound for \( \nabla u \) that depends only on the domain, the coefficients, and (pointwise) upper bounds for \( u \) and the right hand side.

For the following theorem, we first apply Lemma 3.3.12 to obtain a bound for the gradient in terms of an upper estimate for the functions on the right hand side. Under Assumption 3.3.8, this suffices to obtain continuous dependence. However, since the constant for this dependence depends on the bound for the gradient, the Hölder continuity is only local and from the space of bounded right hand sides. Hence there is no loss in formulating the dependence estimate directly for the Hölder norm, since we have no result for unbounded right hand sides anyway.

**Theorem 3.3.13.** Let \( \Omega \) be of class \( C^2, \) and let \( m \geq 2. \) Under Assumptions 2.9.1, 3.3.8, and 3.3.11, there exists \( \omega_0 \) such that for all \( \omega > \omega_0, \ M \geq 0, \) and \( q > N \) there exists \( \alpha \in (0, 1) \) such that if \( f \) and \( \tilde{f} \) are in \( L^\infty(\Omega), \) \( g \) and \( \tilde{g} \) are in \( L^\infty(\partial \Omega), \) and \( u \) and \( \tilde{u} \) are weak solutions in \( W^{1,m}(\Omega) \) of

\[
\begin{cases}
- \text{div} \ A(x, u, \nabla u) + a(x, u, \nabla u) + \omega u = f & \text{on } \Omega, \\
A(x, u, \nabla u) \cdot \nu = g & \text{on } \partial \Omega
\end{cases}
\]

for the respective right hand sides satisfying \( \|u\|_{L^\infty(\Omega)} \leq M \) and \( \|\tilde{u}\|_{L^\infty(\Omega)} \leq M, \) then

\[\|u - \tilde{u}\|_{C^{0,\alpha}(\Omega)} \leq c \left( \|f - \tilde{f}\|_{L^{q/(2\alpha)}(\Omega)} + \|g - \tilde{g}\|_{L^{q-1}(\partial \Omega)} \right)\]

with a constant \( c \geq 0 \) that depends only on the coefficients, \( \Omega, \ m, \ \omega, \ M, \ q, \) and (pointwise) upper bounds for \( f, \ \tilde{f}, \ g, \) and \( \tilde{g}. \)

**Proof.** By Corollary 3.1.6, the functions \( u \) and \( \tilde{u} \) and thus, by Lemma 3.3.12, also their gradients are bounded. More precisely, the upper bound depends on \( \omega \) only via a lower bound, which we may take as zero, as can be seen from the arguments in [Lie92, Theorem 3.6]. Now we can take \( \omega_0 \) as in Corollary 3.3.9, or, more precisely, as in Remark 3.3.10, corresponding to these bounds for \( u, \ \tilde{u}, \ \nabla u, \) and \( \nabla \tilde{u}, \) so that the variant of Corollary 3.3.6 corresponding to Corollary 3.3.9 yields the result.

**Remark 3.3.14.** Theorem 3.3.13 remains true also for \( 1 < m < 2. \) We had to restrict to \( m \geq 2 \) to make sure that the non-divergence part \( a(x, u, \nabla u) + \omega u \) satisfies the
assumptions of Corollary 3.1.6 and Lemma 3.3.12. But as already mentioned in the proof of Theorem 3.3.13, the gradient bound does in fact depend only on a lower bound for the non-divergence part, and the same is true for the bound of the functions itself, compare [LU68, §4.7]. So also for \( m < 2 \) we can find a uniform estimate for all \( \omega \geq 0 \), and this was the only relevant step in the proof.

**Remark 3.3.15.** In the applications to follow, we will easily obtain a priori bounds for \( \|u\|_{L^m(\Omega)} \) from Theorem 3.2.6. However, in a rather general situation, e.g., if \( a(x,u,\nabla u) = 0 \) and \( \omega > 0 \), such a bound is automatic. For a detailed analysis, see [Lie83, §3].

**Example 3.3.16.** Let \( m \geq 2, k > 0, \) and \( \omega > 0 \). Consider the non-degenerate \( m \)-Laplace equation

\[
\begin{cases}
-\text{div}\left((1+|\nabla u|^2)^{(m-2)/2}\nabla u\right) + k|u|^{m-2}u + \omega u = f & \text{in } \Omega, \\
(1+|\nabla u|^2)^{(m-2)/2}\frac{\partial u}{\partial \nu} = g & \text{on } \partial\Omega
\end{cases}
\]

(3.3.7)
on a domain \( \Omega \) of class \( C^2 \). Let \( u \) and \( \tilde{u} \) be the unique weak solutions in \( W^{1,m}(\Omega) \) of this equation for bounded right hand sides \( f, g \) and \( \tilde{f}, \tilde{g} \), respectively, which exist by Example 3.2.10. Then for every \( q > N \) there exist \( \alpha \in (0,1) \) and a constant \( c \) that depend only on \( \Omega, m, k, \omega, q \), and upper bounds for the right hand sides such that

\[
\|u - \tilde{u}\|_{C^{\alpha}(\Omega)} \leq c\left(\|f - \tilde{f}\|_{L^{q/2}(\Omega)} + \|g - \tilde{g}\|_{L^{q-1}(\partial\Omega)}\right).
\]

**Proof.** We check the assumptions of Theorem 3.3.13 for

\[
A(x,u,p) := (1+|p|^2)^{(m-2)/2}|p|^T \quad \text{and} \quad a(x,u,p) = k|u|^{m-2}u.
\]

Using Theorem 3.2.6, we can estimate \( \|u\|_{L^m(\Omega)} \) in terms of the bounds for the right hand side, and an inspection of the proof shows that this estimate is uniform in \( \omega \geq 0 \). Since

\[
p A(x,u,p) = (1+|p|^2)^{(m-2)/2}|p|^2 \geq |p|^m,
\]

\[
|A(x,u,p)| \leq 2^{(m-2)/2}|p| + 2^{(m-2)/2}|p|^{m-1} \leq c(|p|^{m-1} + 1),
\]

\[
|a(x,u,p)| \leq |k||u|^{m-1},
\]

for some \( c \geq 0 \), Assumption 2.9.1 is satisfied.

Regarding Assumption 3.3.11, it is an easy calculation to verify that \( A_j = D_{p_j} F \) for

\[
F(x,u,p) := \frac{1}{m}(1+|p|^2)^{m/2}.
\]
Moreover,
\[ D_p A_j(x,u,p) = (m - 2) \left( 1 + |p|^2 \right)^{(m-4)/2} p_i p_j + \mathds{1}_{\{i=j\}} \left( 1 + |p|^2 \right)^{(m-2)/2}, \]
so that
\[ \sum_{i,j=1}^N D_p A_j(x,u,p) \xi_i \xi_j = (m - 2) \left( 1 + |p|^2 \right)^{(m-4)/2} \left( \xi | p | \right)^2 + \left( 1 + |p|^2 \right)^{(m-2)/2} |\xi|^2. \]
Using Lemma 2.1.3, this implies (3.3.5). Since \( A \) does not depend on \( x \) or \( u \), the remaining estimates in Assumption 3.3.11 are trivial.

Finally, Assumption 3.3.8 is clearly fulfilled. Hence the claim follows from Theorem 3.3.13; we merely have to note that in this situation we may pick \( \omega_0 = 0 \).

### 3.3.3 Uniformly monotone equations

The results about existence of solutions in Section 3.2 were based on the rather mild monotonicity condition (3.2.9). As seen in Corollary 3.2.7, this condition already guarantees the uniqueness of solutions if the coefficients have some simple structure, e.g., if \( A(x,u,\nabla u) = A(x,\nabla u) \) and \( a(x,u,\nabla u) = |u|^{m-2} u \).

If in addition we assume that a stronger structure condition than (3.2.9) is fulfilled, we have even continuous dependence on the right hand side. This approach requires no additional smoothness or non-degeneracy assumptions on the coefficients.

**Assumption 3.3.17.** Let \( m \in [2,\infty) \). Let the functions \( A \) and \( a \) be measurable, and assume that they are continuous with respect to \( u \) and \( p \). Let \( A \) and \( a \) be of the form \( A(x,u,p) = A(x,p) \) and \( a(x,u,p) = a(x,u) \). Assume that there exist \( \nu, \mu > 0 \) and non-negative functions \( \psi_1 \in L^{m/(m-1)}(\Omega) \) and \( \psi_2 \in L^1(\Omega) \) such that

\[ |A(x,p)| \leq \mu |p|^{m-1} + \psi_1, \quad |a(x,u)| \leq \mu |u|^{m-1} + \psi_1, \quad \text{and} \quad p A(x,p) \geq \nu |p|^m - \psi_2 \]

for all \( x \in \Omega, u \in \mathbb{R}, \) and \( p \in \mathbb{R}^N \). Assume also that

\[ (p - \tilde{p})(A(x,p) - A(x,\tilde{p})) \geq \nu |p - \tilde{p}|^m \quad \text{(3.3.8)} \]

and

\[ (u - \tilde{u})(a(x,u) - a(x,\tilde{u})) \geq \nu |u - \tilde{u}|^m \quad \text{(3.3.9)} \]

for all \( x \in \Omega, p \) and \( \tilde{p} \) in \( \mathbb{R}^N \), and \( u \) and \( \tilde{u} \) in \( \mathbb{R} \).

**Theorem 3.3.18.** Let \( \Omega \) be a bounded Lipschitz domain. Under Assumption 3.3.17, equation (2.9.7) has a weak solution \( u \in W^{1,m}(\Omega) \) for every right hand side in the spaces indicated in Lemma 3.2.3. Moreover, there exists a constant \( c \geq 0 \) with the following property. If \( u \) and \( \tilde{u} \) are solutions of (2.9.7) for right hand sides \( (f_0,f_j,g) \).
and \((\tilde{f}_0, \tilde{f}_j, \tilde{g})\), then

\[
\|u - \tilde{u}\|_{W^{1,m}(\Omega)} \leq c \left( \|f_0 - \tilde{f}_0\| + \sum_{j=1}^{N} \|f_j - \tilde{f}_j\| + \|g - \tilde{g}\| \right)^{1/(m-1)},
\]

(3.3.10)

where the norms are to be taken in the spaces indicated in Lemma 3.2.3. In particular, the solution for a given right hand side is unique.

Proof. Let \(\mathcal{A}\) be the operator defined in \((3.2.8)\). We use Theorem 2.5.5 to conclude that \(\mathcal{A}\) is surjective. Apart from the property

\[
\lim_{\|u\|_{W^{1,m}(\Omega)} \to \infty} \frac{\langle \mathcal{A}(u), u \rangle}{\|u\|_{W^{1,m}(\Omega)}} = \infty,
\]

(3.3.11)

the assumptions of Theorem 2.5.5 can be checked for \(\mathcal{A}\) like in the proof of Theorem 3.2.6 since Assumption 3.2.4 is satisfied. Thus it only remains to prove (3.3.11). By assumption and Young’s inequality,

\[
\nabla u A(x, \nabla u) = (\nabla u - 0)(A(x, \nabla u) - A(x, 0)) + \nabla u A(x, 0) \geq \nu |\nabla u|^m - \psi_1 |\nabla u|
\]

\[
\geq \left( \nu - \frac{\varepsilon_m}{m} \right) |\nabla u|^m - \frac{m - 1}{m \varepsilon^{m/(m-1)}} \psi_1^{m/(m-1)}
\]

and similarly

\[
u a(x, u) \geq \left( \nu - \frac{\varepsilon_m}{m} \right) |u|^m - \frac{m - 1}{m \varepsilon^{m/(m-1)}} \psi_1^{m/(m-1)}
\]

for every \(\varepsilon > 0\), i.e.,

\[
\langle \mathcal{A}(u), u \rangle \geq \alpha \int_{\Omega} |\nabla u|^m + \alpha \int_{\Omega} |u|^m - \int_{\Omega} c \psi_1^{m/(m-1)} = \alpha \|u\|_{W^{1,m}(\Omega)}^m - c \|\psi_1\|_{L^{m/(m-1)}(\Omega)}^{m/(m-1)}
\]

(3.3.12)

for some \(\alpha > 0\) and some constant \(c \geq 0\), if we pick \(\varepsilon > 0\) small enough. Since \(m > 1\), this proves (3.3.11) and hence the existence of solutions.

Now let \(u\) and \(\tilde{u}\) be solutions for right hand sides \((f_0, f_j, g)\) and \((\tilde{f}_0, \tilde{f}_j, \tilde{g})\), and let \(\varphi\) and \(\tilde{\varphi}\) denote the corresponding functionals as in Lemma 3.2.3. Then \(\mathcal{A}(u) = \varphi\) and \(\mathcal{A}(\tilde{u}) = \tilde{\varphi}\). Thus

\[
\|\varphi - \tilde{\varphi}\|_{W^{1,m}(\Omega)} \|u - \tilde{u}\|_{W^{1,m}(\Omega)} \geq (\varphi - \tilde{\varphi}, u - \tilde{u}) = \langle \mathcal{A}(u) - \mathcal{A}(\tilde{u}), u - \tilde{u} \rangle
\]

\[
= \int_{\Omega} (\nabla u - \nabla \tilde{u})(A(x, \nabla u) - A(x, \nabla \tilde{u})) + \int_{\Omega} (u - \tilde{u})(a(x, u) - a(x, \tilde{u}))
\]

\[
\geq \nu \int_{\Omega} |\nabla u - \nabla \tilde{u}|^m + \nu \int_{\Omega} |u - \tilde{u}|^m = \nu \|u - \tilde{u}\|_{W^{1,m}(\Omega)}^m.
\]
Thus
\[ \| u - \tilde{u} \|_{W^{1,m}(\Omega)} \leq \nu^{-1/(m-1)} \| \varphi - \tilde{\varphi} \|^{1/(m-1)}. \]
Since \( \varphi - \tilde{\varphi} \) corresponds to the difference of the right hand sides and the embedding of \( L^p \)-spaces into \( W^{1,m}(\Omega)' \) which is described by Lemma 3.2.3 is continuous, this proves (3.3.10).

Theorem 3.3.18 says that the solution depends on the right hand side in a Hölder continuous way in the norm of \( W^{1,m}(\Omega) \). Since we already have Corollary 3.1.6 at hand, it is easy to deduce from Theorem 3.3.18 that the dependence on the right hand side is locally Hölder continuous even with respect to the norm of \( C^{0,\alpha}(\Omega) \) for some \( \alpha \in (0,1) \). However, we have no good control on the Hölder exponents.

**Corollary 3.3.19.** Let \( \Omega \) be a bounded Lipschitz domain. Under Assumptions 3.3.17 and 2.9.1, there exist \( \alpha \) and \( \theta \) in \( (0,1) \) and a constant \( c \geq 0 \) with the following property. Let \((f_0,f_j,g)\) and \((\tilde{f}_0,\tilde{f}_j,\tilde{g})\) be in the spaces indicated in Corollary 3.1.6. Then the unique weak solutions \( u \) and \( \tilde{u} \) in \( W^{1,m}(\Omega) \) of (2.9.7) for these right hand sides are in \( C^{0,\alpha}(\Omega) \) and satisfy
\[ \| u - \tilde{u} \|_{C^{0,\alpha}} \leq c \left( \| f_0 \| + \| \tilde{f}_0 \| + \sum_{j=1}^N \| f_j \| + \sum_{j=1}^N \| \tilde{f}_j \| + \| g \| + \| \tilde{g} \| + 1 \right)^{\theta/(m-1)} \cdot \left( \| f_0 - \tilde{f}_0 \| + \sum_{j=1}^N \| f_j - \tilde{f}_j \| + \| g - \tilde{g} \| \right)^{(1-\theta)/(m-1)} \]
with the norms taken in the mentioned spaces.

**Proof.** Existence and uniqueness of \( u \) and \( \tilde{u} \) follow from Theorem 3.3.18. Since Assumption 3.3.17 implies Assumption 3.2.4,
\[ \| u \|_{L^{m}(\Omega)} + \| \tilde{u} \|_{L^{m}(\Omega)} \]
\[ \leq c \left( \| f_0 \| + \| \tilde{f}_0 \| + \sum_{j=1}^N \| f_j \| + \sum_{j=1}^N \| \tilde{f}_j \| + \| g \| + \| \tilde{g} \| + 1 \right)^{1/(m-1)} \] (3.3.13)
for some constant \( c \geq 0 \) by (3.2.11) and Lemma 2.1.3; note that we can pick \( \omega = 0 \) in Lemma 2.1.3 thanks to Assumption 3.3.17, compare estimate (3.3.12). By Corollary 3.1.6, the solutions are in \( C^{0,\alpha'}(\Omega) \) for some \( \alpha' \in (0,1) \), and, by combining (3.1.6) with (3.3.13),
\[ \| u \|_{C^{0,\alpha'}(\Omega)} + \| \tilde{u} \|_{C^{0,\alpha'}(\Omega)} \]
\[ \leq c \left( \| f_0 \| + \| \tilde{f}_0 \| + \sum_{j=1}^N \| f_j \| + \sum_{j=1}^N \| \tilde{f}_j \| + \| g \| + \| \tilde{g} \| + 1 \right)^{1/(m-1)} \] (3.3.14)
for some constant \( c \geq 0 \). Let \( \alpha \in (0,\alpha') \) be arbitrary. By Corollary 2.6.2 there exist
Elliptic equations with Neumann boundary conditions

\[ \theta \in (0, 1) \text{ and } c \geq 0 \text{ such that} \]
\[ \|u - \tilde{u}\|_{C^{0,\alpha}} \leq c\|u - \tilde{u}\|^\theta_{C^{0,\alpha}}\|u - \tilde{u}\|^{1-\theta}_{L^\infty(\Omega)}. \]  
(3.3.15)

The claim follows by plugging (3.3.10) and (3.3.14) into (3.3.15).

Example 3.3.20. If \( m \in [2, \infty) \) and \( \omega > 0 \), then the equation

\[
\begin{cases}
- \text{div}(|\nabla u|^{m-2}\nabla u) + \omega|u|^{m-2}u = f_0 - \sum_{j=1}^{N} D_j f_j, & \text{on } \Omega,
\end{cases}
\]

\[ |\nabla u|^{m-2} \frac{\partial u}{\partial \nu} = g + \sum_{j=1}^{N} f_j \nu_j, \quad \text{on } \partial \Omega \]

fits into the framework of Theorem 3.3.18 and Corollary 3.3.19.

Proof. The growth bounds of Assumption 3.3.17 are trivial for this example, and the monotonicity condition is the statement of Lemma 2.1.4.

The proof of Theorem 3.3.18 goes through also for \( m \in (1, 2) \). In that case, however, by (3.3.10), the resolvent operator of (2.9.7) mapping a given right hand side to the corresponding weak solution in \( W^{1,m}(\Omega) \) is Fréchet differentiable at every point with derivative zero, hence constant, which is of course absurd. Thus an analogue of Assumption 3.3.17 can never be satisfied for some \( m < 2 \).

However, if we relax conditions (3.3.8) and (3.3.9), we can still obtain results for \( m \leq 2 \) that are similar to Theorem 3.3.18.

Assumption 3.3.21. Let \( m \in (1, 2] \). Let the functions \( A \) and \( a \) be measurable, and assume that they are continuous with respect to \( u \) and \( p \). Let \( A \) and \( a \) be of the form \( A(x, u, p) = A(x, p) \) and \( a(x, u, p) = a(x, u) \). Assume that there exist \( \nu, \mu > 0 \), \( \psi_1 \in L^{m/(m-1)}(\Omega) \), and \( \psi_2 \in L^1(\Omega) \) such that

\[ |A(x, p)| \leq \mu|p|^{m-1} + \psi_1, \quad |a(x, u)| \leq \mu|u|^{m-1} + \psi_1, \quad \text{and} \quad p A(x, p) \geq \nu|p|^{m-2} - \psi_2 \]

for all \( x \in \Omega, \ u \in \mathbb{R}, \) and \( p \in \mathbb{R}^N \). Assume also that

\[ (p - \tilde{p})(A(x, p) - A(x, \tilde{p})) \geq \nu(|p| + |\tilde{p}|)^{m-2}|p - \tilde{p}|^2 \]  
(3.3.16)

and

\[ (u - \tilde{u})(a(x, u) - a(x, \tilde{u})) \geq \nu(|u| + |\tilde{u}|)^{m-2}|u - \tilde{u}|^2 \]  
(3.3.17)

for all \( x \in \Omega, \ p \) and \( \tilde{p} \) in \( \mathbb{R}^N \), and \( u \) and \( \tilde{u} \) in \( \mathbb{R} \).

Theorem 3.3.22. Let \( \Omega \) be a bounded Lipschitz domain. Under Assumption 3.3.21, equation (2.9.7) has a weak solution \( u \in W^{1,m}(\Omega) \) for every right hand side in the spaces indicated in Lemma 3.2.3. Moreover, there exists a constant \( c \geq 0 \) with the
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following property. If $u$ and $\tilde{u}$ are solutions of (2.9.7) for right hand sides $(f_0, f_j, g)$ and $(\tilde{f}_0, \tilde{f}_j, \tilde{g})$, then

$$
\|u - \tilde{u}\|_{W^{1,m}(\Omega)} \leq c \left( \|f_0\| + \|\tilde{f}_0\| + \sum_{j=1}^{N} \|f_j\| + \|\tilde{f}_j\| + \|g\| + \|\tilde{g}\| + 1 \right)^{\frac{2-m}{m}}

\cdot (\|f_0 - \tilde{f}_0\| + \sum_{j=1}^{N} \|f_j - \tilde{f}_j\| + \|g - \tilde{g}\|),
$$

(3.3.18)

where the norms are to be taken in the spaces indicated in Lemma 3.2.3. In particular, the solution for a given right hand side is unique.

Proof. Define the operators $A_0$ and $A_1$ from $W^{1,m}(\Omega)$ to $W^{1,m}(\Omega)'$ by

$$
\langle A_0(u), v \rangle := \int_{\Omega} \nabla v A(x, \nabla u) \quad \text{and} \quad \langle A_1(u), v \rangle := \int_{\Omega} v a(x, u)
$$

so that the operator $A := A_0 + A_1$ is the operator defined in (3.2.8).

Let $u$ and $v$ be fixed functions in $W^{1,m}(\Omega)$, and let $\rho \in (0, \infty)$ be arbitrary. Define

$$
\Omega_{\rho} := \{ |\nabla u - \nabla v| |\nabla u| + |\nabla v| \geq \rho \}.
$$

Then, by (3.3.16),

$$
\langle A_0(u) - A_0(v), u - v \rangle \geq \nu \int_{\Omega} \left( \frac{|\nabla u - \nabla v|}{|\nabla u| + |\nabla v|} \right)^{2-m} |\nabla u - \nabla v|^m

\geq \nu \rho^{2-m} \int_{\Omega_{\rho}} |\nabla u - \nabla v|^m

\geq \nu \rho^{2-m} \left( \int_{\Omega} |\nabla u - \nabla v|^m - \rho^m \int_{\Omega} (|\nabla u| + |\nabla v|)^m \right).
$$

By (3.3.17), a similar estimate holds for $A_1$. Hence, adding up, we find $c > 0$ such that

$$
\|u - v\|_{W^{1,m}(\Omega)}^m \leq c \left( \|A(u) - A(v), u - v\| + \rho^m (\|u\|_{W^{1,m}(\Omega)}^m + \|v\|_{W^{1,m}(\Omega)}^m) \right)
$$

(3.3.19)

for all $\rho \in (0, \infty)$.

Now we set $v := 0$ in (3.3.19). Then we obtain that

$$
\langle A(u), u \rangle \geq \rho^{2-m}(\epsilon^{-1} - \rho^m) \|u\|_{W^{1,m}(\Omega)}^m - \|A(0)\|_{W^{1,m}(\Omega)}^m |u|_{W^{1,m}(\Omega)}.
$$
3 Elliptic equations with Neumann boundary conditions

Picking $\rho > 0$ so small that $\rho^m < e^{-1}$, we obtain that

$$\lim_{\|u\|_{W^{1,m}(\Omega)} \to \infty} \frac{\langle A(u), u \rangle}{\|u\|_{W^{1,m}(\Omega)}} = \infty$$

since $m > 1$, i.e., $A$ is coercive.

Since the remaining conditions on $A$ in Theorem 2.5.5 can be checked as in the proof of Theorem 3.2.6, this proves that $A$ is surjective. Hence (2.9.7) has a weak solution in $W^{1,m}(\Omega)$ for every right hand side, see Lemma 3.2.3.

Moreover, like in Theorem 3.2.6 we see that

$$\|u\|_{W^{1,m}(\Omega)} \leq c(\|A(u)\|_{W^{1,m}(\Omega)}^{1/(m-1)} + 1)$$  \hspace{1cm} (3.3.20)

with a constant $c \geq 0$ that does not depend on $u$.

In order to show (3.3.18), let $u$ and $v$ be solutions for right hand sides $(f_0, f_j, g)$ and $(\tilde{f}_0, \tilde{f}_j, \tilde{g})$, respectively. We pick $\rho \in (1, \infty)$ such that the two summands in (3.3.19) become equal, i.e.,

$$\rho^2 = \frac{\langle A(u) - A(v), u - v \rangle}{\|u\|_{W^{1,m}(\Omega)}^m + \|v\|_{W^{1,m}(\Omega)}^m}$$  \hspace{1cm} (3.3.21)

Note that if the numerator or the denominator in this definition equal zero, then $u = v$, and there is nothing to show. We obtain that

$$\|u - v\|_{W^{1,m}(\Omega)}^m$$

$$\leq 2c \left( \|A(u) - A(v), u - v\|^{m/2} \left( \|u\|_{W^{1,m}(\Omega)}^m + \|v\|_{W^{1,m}(\Omega)}^m \right)^{(2-m)/2} \right)$$

$$\leq 2c \|A(u) - A(v)\|_{W^{1,m}(\Omega)}^{m/2} \|u - v\|_{W^{1,m}(\Omega)}^{m/2} \left( \|u\|_{W^{1,m}(\Omega)}^m + \|v\|_{W^{1,m}(\Omega)}^m \right)^{(2-m)/2}$$

for a constant $c > 0$. Thus, using (3.3.20) and Lemma 2.1.3,

$$\|u - v\|_{W^{1,m}(\Omega)}$$

$$\leq c \left( \|A(u)\|_{W^{1,m}(\Omega')} + \|A(v)\|_{W^{1,m}(\Omega')} + 1 \right)^{(2-m)/(m-1)} \|A(u) - A(v)\|_{W^{1,m}(\Omega')}$$

for some constant $c \geq 0$. Since the norms of $A(u)$, $A(v)$, and $A(u) - A(v)$ can be estimated by the norms of $(f_0, f_j, g)$, $(\tilde{f}_0, \tilde{f}_j, \tilde{g})$, and $(f_0 - f_0, f_j - f_j, g - \tilde{g})$, respectively, this implies (3.3.18).

**Example 3.3.23.** If $m \in \{1, 2\}$ and $\omega > 0$. Then for the equation

$$\begin{cases} - \text{div}(|\nabla u|^{m-2}\nabla u) + \omega |u|^{m-2}u = f_0 - \sum_{j=1}^{N} D_j f_j, & \text{on } \Omega, \\ |\nabla u|^{m-2} \frac{\partial u}{\partial \nu} = g + \sum_{j=1}^{N} f_j \nu_j, & \text{on } \partial \Omega \end{cases}$$
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3.3 Continuous dependence

the estimate (3.3.18) holds.

Proof. The growth bounds in Assumption 3.3.21 are trivial for this example, and the monotonicity conditions (3.3.16) and (3.3.17) are satisfied by Lemma 2.1.5. \qed
4 Elliptic equations with Robin boundary conditions

In Chapter 3, we investigated existence, continuous dependence, and regularity for Neumann problems. In this chapter, we generalize the existence and regularity results to Robin problems, but we omit the investigation of continuous dependence in this setting because the ideas of Section 3.3 carry over to Robin boundary value problems without any difficulties if we assume in addition to some natural growth bound on the function $h$ in (2.9.6) that $h$ satisfies similar structural conditions as the coefficients, i.e., if we assume that $h$ is linear in the setting of Section 3.3.1, if we assume that $h$ is smooth with well-behaved derivatives in the approach of Section 3.3.2, and if we assume that $h$ is non-decreasing in its second argument in the approach of Section 3.3.3.

For the existence results, even though the strategy to prove existence of solutions is the same as for Neumann problems, the pseudo-monotonicity of the associated operator is not obvious, which makes it worthwhile to look at the results for the Robin case in detail.

However, the main point of this chapter is to prove Hölder continuity of solutions for certain classes of Robin problems. The strategy here will not be the same as in Section 3.1. We rather reduce the question to the corresponding problem for a Neumann equation. For this we require that the corresponding Neumann problem is well-behaved, as it is the case for the examples of Chapter 3.

4.1 Existence of solutions

As in Section 3.2, the strategy to prove existence of solutions will be to show that the corresponding operator satisfies the assumptions of Theorem 2.5.5. To guarantee that the operator is coercive, we impose either structure conditions onto the Robin term $h$, or we have to shift the equation, i.e., consider

$$
\begin{cases}
-\text{div} A(x, u, \nabla u) + a(x, u, \nabla u) + \omega |u|^{m-2} u = f_0 - \sum_{j=1}^{N} D_j f_j \quad &\text{on } \Omega, \\
A(z, u, \nabla u) \cdot \nu + h(z, u) = g + \sum_{j=1}^{N} f_j \nu_j \quad &\text{on } \partial \Omega
\end{cases}
$$

(4.1.1)

for sufficiently large $\omega$.  
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For simplicity, we state the theorem only for $m < N$. The arguments for the cases $m = N$ and $m > N$ are similar, but the exponents for the Sobolev embeddings are different.

**Theorem 4.1.1.** Let $\Omega$ be a Lipschitz domain and $m \in (1, N)$. In addition to Assumption 3.2.4, let

$$|h(z, u)| \leq \psi_8(z)|u|^{m-1} + \psi_9(z) \quad (4.1.2)$$

for all $u \in \mathbb{R}$ and $z \in \partial \Omega$ with $\psi_8 \in L^{\frac{N-1}{m-1}+\varepsilon}(\partial \Omega)$ and $\psi_9 \in L^{\frac{(N-1)m}{N-1}+\varepsilon}(\partial \Omega)$ for some $\varepsilon > 0$. Assume that $h$ is continuous in its second argument. Then there exists $\omega_0$ such that for every $\omega > \omega_0$ the equation (4.1.1) has a weak solution in $W^{1, m}(\Omega)$ for every right hand side in the spaces indicated in Lemma 3.2.3.

**Proof.** For $\omega \geq 0$, we define the operators $A^\omega$ and $B$ from $W^{1, m}(\Omega)$ to $W^{1, m}(\Omega)'$ by

$$\langle A^\omega(u), v \rangle := \int_{\Omega} \nabla v A(x, u, \nabla u) + \int_{\Omega} v a(x, u, \nabla u) + \omega \int_{\Omega} v |u|^{m-2}u$$

and

$$\langle B(u), v \rangle := \int_{\partial \Omega} v h(z, u)$$

and set $A^\omega_R := A^\omega + B$. We claim that for sufficiently large $\omega$ the operator $A^\omega_R$ satisfies the assumptions of Theorem 2.5.5.

As seen in the proof of Theorem 3.2.6, $A^\omega$ is bounded for every $\omega$. So in order to show that $A^\omega_R$ is bounded, it suffices to show that $B$ is bounded. For this we use (4.1.2) and Hölder’s inequality to estimate

$$\left| \int_{\partial \Omega} v h(z, u) \right| \leq \int_{\partial \Omega} |\psi_8| |u|^{m-1}|v| + \int_{\partial \Omega} |\psi_9| |v|$$

$$\leq \|\psi_8\|_{L^{\frac{N-1}{m-1}+\varepsilon}(\partial \Omega)} \| |u|^{m-1} \|_{L^{\frac{(N-1)m}{N-1}+\varepsilon}(\partial \Omega)} \|v\|_{L^{\frac{(N-1)m}{N-1}+\varepsilon}(\partial \Omega)} + \|\psi_9\|_{L^{\frac{(N-1)m}{N-1}+\varepsilon}(\partial \Omega)} \|v\|_{L^{\frac{(N-1)m}{N-1}+\varepsilon}(\partial \Omega)}.$$  

Thus from Theorem 2.3.10 we obtain that

$$\left| \int_{\partial \Omega} v h(z, u) \right| \leq (c_1 \| u \|_{W^{1, m}(\Omega)}^{m-1} + c_2) \| v \|_{W^{1, m}(\Omega)}$$

for some constants $c_1$ and $c_2$ depending only on the functions $\psi_8$ and $\psi_9$ and the operator norm of the trace operator. Thus $B$ is bounded.

Let $(u_n)$ be an arbitrary sequence in $W^{1, m}(\Omega)$ such that $u_n \to u$ in $W^{1, m}(\Omega)$ for some $u \in W^{1, m}(\Omega)$. Then $u_n \to u$ in $L^r(\partial \Omega)$ for every $r < \frac{(N-1)m}{N-1}$ because the trace
operator is compact by Theorem 2.3.10. We can pick \( r \) so close to \( \frac{(N-1)m}{N-m} \) that
\[
\frac{r}{(m-1)N} - \frac{(N-1)m}{(m-1)N} = \frac{(N-1)m}{(m-1)N} - \frac{(N-m)(N-1)m}{r(N-m)} < \frac{N-1}{m-1} + \varepsilon.
\]
Thus, by Lemma 2.4.3, \( h(\cdot, u_n(\cdot)) \) converges to \( h(\cdot, u(\cdot)) \) in \( L^{\frac{(N-1)m}{(m-1)N}}(\partial\Omega) \). Since by Hölder’s inequality and Theorem 2.3.10
\[
|\langle B(u_n) - B(u), v \rangle| \leq \|h(\cdot, u_n(\cdot)) - h(\cdot, u(\cdot))\| L^{\frac{(N-1)m}{(m-1)N}}(\partial\Omega) \|v\| L^{\frac{(N-1)m}{(m-1)N}}(\partial\Omega)
\]
for some constant \( c \geq 0 \), this implies that \( B(u_n) \) converges to \( B(u) \) in \( W^{1,m}(\Omega)' \). Hence \( B \) is completely continuous from \( W^{1,m}(\Omega) \) to \( W^{1,m}(\Omega)' \). Moreover, the operator \( A^\varepsilon \) is pseudo-monotone by Theorem 3.2.5, compare also the proof of Theorem 3.2.6. Thus \( A^\varepsilon_R \) is pseudo-monotone by Theorem 2.5.4.

Finally, we show that \( A^\varepsilon_R \) is coercive. For every \( u \in W^{1,m}(\Omega) \), we have by Hölder’s inequality that
\[
|\langle B(u), u \rangle| \leq \int_\Omega |\psi_s| |u|^m + \int_\Omega |\psi_0| |u|
\]
\[
\leq \|\psi_s\|_{L^{\frac{N}{r-m}}(\partial\Omega)} \|u\|^m_{L^r(\Omega)} + \|\psi_0\|_{L^r(\partial\Omega)} \|u\|_{L^r(\partial\Omega)},
\]
where we pick \( m < r < \frac{(N-1)m}{N-m} \) so close to \( \frac{(N-1)m}{N-m} \) that \( \psi_s \) is in \( L^\frac{N}{r-m}(\partial\Omega) \) and \( \psi_0 \) is in \( L^r(\partial\Omega) \). Thus by Theorem 2.3.10 and Example 2.4.8, for every \( \varepsilon > 0 \) there exists \( c_\varepsilon \geq 0 \) such that
\[
|\langle B(u), u \rangle| \leq \varepsilon \|u\|^m_{W^{1,m}(\Omega)} + c_\varepsilon \|u\|^m_{L^m(\Omega)} + c_\varepsilon \|u\|_{W^{1,m}(\Omega)}
\]
for all \( u \in W^{1,m}(\Omega) \). Since by (3.2.13), there exist \( \nu > 0 \), \( \omega_1 \geq 0 \), and \( d \geq 0 \) such that
\[
\langle A(u), u \rangle \geq \nu \|u\|^m_{W^{1,m}(\Omega)} - \omega_1 \|u\|^m_{L^m(\Omega)} - d
\]
for all \( u \in W^{1,m}(\Omega) \), we obtain for \( \varepsilon := \frac{\nu}{2} \) that
\[
\langle A^\varepsilon_R(u), u \rangle \geq \frac{\nu}{2} \|u\|^m_{W^{1,m}(\Omega)} + (\omega - \omega_1 - c_\varepsilon) \|u\|^m_{L^m(\Omega)} - d - c_\varepsilon \|u\|_{W^{1,m}(\Omega)}
\]
\[
\geq \frac{\nu}{2} \|u\|^m_{W^{1,m}(\Omega)} - d - c_\varepsilon \|u\|_{W^{1,m}(\Omega)}
\]
for \( \omega > \omega_0 := \omega_1 + c_\varepsilon \). This proves that \( A^\varepsilon_R \) is coercive for \( \omega > \omega_0 \).

We have checked that \( A^\varepsilon_R \) satisfies the assumptions of Theorem 2.5.5 for \( \omega \geq \omega_0 \). Now the claim follows as in the proof of Theorem 3.2.6.
4 Elliptic equations with Robin boundary conditions

The following observation is a consequence of the proof of Theorem 4.1.1.

**Corollary 4.1.2.** In the situation of Theorem 4.1.1, assume that

\[ \exists M, L \geq 0 \quad \exists \varepsilon > 0 \text{ s.t. } h(z, u) u \geq -M|u|^{m-\varepsilon} - L \quad \forall z \in \partial \Omega \forall u \in \mathbb{R}, \tag{4.1.3} \]

for example, \( h(z, u) \cdot u \geq 0 \) for all \( z \in \partial \Omega \) and \( u \in \mathbb{R} \). If \( \omega_0 \in \mathbb{R} \) is as in (3.2.13), then (4.1.1) has a weak solution for every \( \omega \geq \omega_0 \).

**Proof.** We use the same notation as in the proof of Theorem 4.1.1. Condition (4.1.3) implies that

\[ \langle B(u), u \rangle \geq -M \int_{\partial \Omega} |u|^{m-\varepsilon} d\nu - \int_{\partial \Omega} L \geq -M' \|u\|_{W^{1,m}(\Omega)}^{m-\varepsilon} - L' \tag{4.1.4} \]

for some constants \( M', L' \geq 0 \) by Theorem 2.3.10. Hence

\[ \langle A^\omega_R(u), u \rangle = \langle A^\omega(u), u \rangle + \langle B(u), u \rangle \]

\[ \quad \geq \nu' \|u\|_{W^{1,m}(\Omega)}^{m} + (\omega - \omega_0) \|u\|_{L^m(\Omega)}^{m} - d - M' \|u\|_{W^{1,m}(\Omega)}^{m-\varepsilon} - L' \]

by (3.2.13) and (4.1.4), which proves that \( A^\omega_R \) is coercive for \( \omega > \omega_0 \). Since the coercivity was the only point in the proof of Theorem 4.1.1 for which we needed that \( \omega \) be large, we can conclude as before that (4.1.1) admits a weak solution if \( \omega > \omega_0 \). 

Linear equations will be of particular interest for Chapter 5, and we treat them now separately. If the coefficients are bounded, the following proposition is a special case of Theorem 4.1.1. However, in order to allow unbounded coefficients, we now follow the standard approach and use the Lax-Milgram theorem.

**Proposition 4.1.3.** Let \( \Omega \) be a bounded Lipschitz domain. Under Assumption 2.9.3, let in addition \( \beta \) be a function in \( L^{q-1}(\partial \Omega) \) for some \( q > N \). Then there exists \( \omega_0 > 0 \) such that for all \( \omega > \omega_0 \) the equation

\[
\begin{cases}
- \sum_{j=1}^{N} D_j \left( \sum_{i=1}^{N} a_{ij} D_i u + b_j u \right) + \sum_{i=1}^{N} c_i D_i u + du = f_0 - \sum_{j=1}^{N} D_j f_j & \text{on } \Omega, \\
\sum_{j=1}^{N} \left( \sum_{i=1}^{N} a_{ij} D_i u + b_j u \right) \nu_j + \beta u = g + \sum_{j=1}^{N} f_j \nu_j & \text{on } \partial \Omega,
\end{cases}
\tag{4.1.5}
\]

has a weak solution \( u \in W^{1,2}(\Omega) \) whenever the functions \( f_0, f_j, \) and \( g \) are as in Proposition 3.2.2.

**Proof.** For \( u \) and \( v \) in \( W^{1,2}(\Omega) \) define

\[ a^\omega_R(u, v) := a^\omega(u, v) + \int_{\partial \Omega} \beta uv. \]
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4.2 Hölder regularity

with $a^\omega$ defined in (3.2.6). By Hölder’s inequality,

$$\left| \int_{\partial \Omega} \beta uv \right| \leq \|\beta\|_{L^{q-1}(\partial \Omega)} \|u\|_{L^2(q-1)/(q-2) (\partial \Omega)} \|v\|_{L^2(q-1)/(q-2) (\partial \Omega)}$$

for all $u$ and $v$ in $W^{1,2} (\Omega)$. Since $q > N$, the trace operator is compact from $W^{1,2} (\Omega)$ to $L^{2(q-1)/(q-2)} (\partial \Omega)$ by Theorem 2.3.10. Now we obtain from Example 2.4.9 that for every $\varepsilon > 0$ there exists $c \geq 0$ such that

$$\left| \int_{\partial \Omega} \beta uv \right| \leq \|\beta\|_{L^{q-1}(\partial \Omega)} (\varepsilon \|\nabla u\|_{L^2(\Omega)} + c \|u\|_{L^2(\Omega)}) \left( \varepsilon \|\nabla v\|_{L^2(\Omega)} + c \|v\|_{L^2(\Omega)} \right).$$

Since $a^\omega$ is continuous, see the proof of Proposition 3.2.2, this shows that $a^\omega_{\gamma}$ is a continuous form.

Moreover, we deduce using Lemma 3.2.1 and the estimate $(a + b)^2 \leq 2a^2 + 2b^2$, that there exist $\alpha > 0$ and $\omega_0 \in \mathbb{R}$ such that

$$a^\omega_{\gamma}(u, u) \geq \alpha \|\nabla u\|^2_{L^2(\Omega)} + (\omega - \omega_0) \|u\|^2_{L^2(\Omega)} - 2 \|\beta\|_{L^{q-1}(\partial \Omega)} \left( \varepsilon^2 \|\nabla u\|^2_{L^2(\Omega)} + c \|u\|^2_{L^2(\Omega)} \right).$$

Now, if we pick $\varepsilon > 0$ small enough, we obtain that there exist $\alpha' > 0$ and $\omega'_0 \in \mathbb{R}$ such that

$$a^\omega_{\gamma}(u, u) \geq \alpha' \|\nabla u\|^2_{L^2(\Omega)} + (\omega - \omega'_0) \|u\|^2_{L^2(\Omega)}$$

for all $u \in W^{1,2} (\Omega)$. Thus, by Theorem 2.4.6, if $\omega > \omega'_0$, then for every $\varphi \in W^{1,2}(\Omega)'$ there exists a unique $u \in W^{1,2}(\Omega)$ such that $a^\omega_{\gamma}(u, v) = \varphi(v)$ for all $v \in W^{1,2}(\Omega)$.

Picking $\varphi$ as in the proof of Proposition 3.2.2, we obtain a weak solution of (4.1.5). \(\square\)

4.2 Hölder regularity

In this section we exhibit conditions under which the solutions of Robin problems are Hölder continuous up to the boundary. Our approach is based on the following simple key observation: if $u \in W^{1,m}(\Omega)$ is a weak solution of the Robin problem (2.9.6), then for every $\omega \in \mathbb{R}$ it is as well a weak solution of the Neumann problem

$$\begin{cases}
- \text{div} \ A(x, u, \nabla u) + a(x, u, \nabla u) + \omega |u|^{m-2}u = f_0 - \sum_{j=1}^{N} D_j f_j + \omega |u|^{m-2}u & \text{on } \Omega, \\
A(z, u, \nabla u) \cdot \nu = g + \sum_{j=1}^{N} f_j \nu_j - h(z, u) & \text{on } \partial \Omega.
\end{cases}$$

(4.2.1)

Thus we can expect that results about (inhomogeneous) Neumann problems translate into results about Robin problems. The main difficulty is of course to check that the
conditions of Corollary 3.1.6 are satisfied.

If \( h \) is bounded, then we can set \( \omega := 0 \) and apply Corollary 3.1.6. In fact, this still works if \( h \) grows very slowly as \( u \) tends to infinity. However, under the typical growth conditions, for example if we want to allow \( h(z,u) = |u|^{m-2}u \) in the \( m \)-Laplace equation, the situation is more difficult. We apply bootstrapping to overcome this problem.

We treat here all the cases of Section 3.3 at once. The only important prerequisite is that for the corresponding Neumann problem there exists a solution for every right hand side and that the resolvent is Hölder continuous. We formulate this as Assumption 4.2.1. Note that we have already exhibited several examples where this assumption is fulfilled.

**Assumption 4.2.1.** Let \( \Omega \) be a bounded Lipschitz domain and let \( m \in (1,N) \). Let the functions \( A \) and \( a \) be such that for some \( \omega \in \mathbb{R} \) problem (3.2.10) has a weak solution in \( W^{1,m}(\Omega) \) whenever the right hand side is in the spaces indicated in Lemma 3.2.3, and let this \( \omega \) now be fixed.

Assume that there exist \( \beta \in (0,1] \) and a constant \( c \geq 0 \) such that

\[
\| u - \tilde{u} \|_{W^{1,m}(\Omega)} \leq c \left( \| f_0 - \tilde{f}_0 \| + \sum_{j=1}^{N} \| f_j - \tilde{f}_j \| + \| g - \tilde{g} \| \right)^\beta \tag{4.2.2}
\]

whenever \( u \) and \( \tilde{u} \) are weak solutions of (3.2.10) in \( W^{1,m}(\Omega) \) for the right hand sides \((f_0, f_j, g)\) and \((\tilde{f}_0, \tilde{f}_j, \tilde{g})\), respectively, where the norms are in the spaces indicated in Lemma 3.2.3; then in particular the solutions of problem (3.2.10) are unique.

Finally, assume that for every \( \varepsilon > 0 \) there exist \( \alpha \in (0,1) \) and \( c \geq 0 \) such that the solution \( u \) is in \( C^{0,\alpha}(\Omega) \) whenever \( f_0 \in L^{N/m+\varepsilon}(\Omega) \), \( f_j \in L^{N/(m-1)+\varepsilon}(\Omega) \), and \( g \in L^{(N-1)/(m-1)+\varepsilon}(\partial \Omega) \) and satisfies the estimate

\[
\| u \|_{C^{0,\alpha}(\Omega)} \leq c \left( \| f_0 \| + \sum_{j=1}^{N} \| f_j \| + \| g \| \right)^\beta + 1 \tag{4.2.3}
\]

for the respective norms.

**Remark 4.2.2.** It is an essential feature of Assumption 4.2.1 that we have the same exponent \( \beta \) in (4.2.2) and (4.2.3). A particular case of the instance that these exponents differ will be discussed in the second half of this section, see Assumption 4.2.11.

We could allow that the number \( c \) in (4.2.2) and (4.2.3) depends on an upper bound for the functions in the spaces of Lemma 3.2.3. In fact, this would make no difference in the proof. But since this is not required for the situations we can treat with this set of assumptions, there is no need to include this additional notational difficulty.

**Remark 4.2.3.** Typically, we have \( \beta = \frac{1}{m-1} \), see the examples in Chapter 3. Thus if \( m < 2 \), then the operator that maps a right hand side to the corresponding solution
of (3.2.10) is constant by (4.2.2), which is absurd. Hence we expect Assumption 4.2.1 to hold only for \( m \geq 2 \). The case \( m \in (1,2] \) will be treated separately at the end of this section.

**Lemma 4.2.4.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain, let \( 1 < m < N \), and let \( \theta \in (0,1) \). Define \( r_1, r_2, \) and \( r_3 \) by

\[
\begin{align*}
r_1 & := \frac{mN}{\theta(mN + m - N) + (1 - \theta)m^2}, \\
r_2 & := \frac{mN}{\theta(N - 1)/(N - 1)} + (1 - \theta)m(m - 1), \\
r_3 & := \frac{mN}{\theta(N - 1) + (1 - \theta)m(m - 1)}.
\end{align*}
\]

Under Assumption 4.2.1, if \( f_0 \) is in \( L^{r_1\varepsilon}(\Omega) \), each \( f_j \) is in \( L^{r_2\varepsilon}(\Omega) \), and \( g \) is in \( L^{r_3\varepsilon}(\partial\Omega) \) for some \( \varepsilon > 0 \), then the unique weak solution \( u \) in \( W^{1,m}(\Omega) \) of (3.2.10) satisfies

\[ u \in L^\frac{mN}{mN + m - N}(\Omega) \quad \text{and} \quad u|_{\partial\Omega} \in L^\frac{mN - 1}{mN - m}(\partial\Omega). \]

**Proof.** Since \( r_1 \geq \frac{mN}{mN + m - N} \), \( r_2 \geq \frac{m}{m - 1} \), and \( r_3 \geq \frac{m(N - 1)}{mN - N} \), by assumption there exists a unique weak solution \( u \) in \( W^{1,m}(\Omega) \) whenever the right hand side is in the indicated spaces.

Let \( R \) be the (non-linear) operator assigning to a given right hand side the corresponding weak solution of (3.2.10). By Assumption 4.2.1, \( R \) is Hölder continuous from

\[ A_1 := L^{mN/(mN + m - N)}(\Omega) \oplus L^{m/(m - 1)}(\Omega)^N \oplus L^{m(N - 1)/N(m - 1)}(\partial\Omega) \]

to

\[ W^{1,m}(\Omega) \hookrightarrow B_1 := L^{mN/(N - m)}(\Omega) \oplus L^{m(N - 1)/(N - m)}(\partial\Omega) \]

with exponent \( \beta \).

Moreover, by Assumption 4.2.1, for

\[ A_0 := L^{N/m + \varepsilon}(\Omega) \oplus L^{N/(m - 1) + \varepsilon}(\Omega)^N \oplus L^{(N - 1)/(m - 1) + \varepsilon}(\partial\Omega) \]

and

\[ B_0 := L^{\infty}(\Omega) \oplus L^{\infty}(\partial\Omega) \]

with \( \varepsilon > 0 \) being arbitrary we have

\[ \|R(f_0, f_j, g)\|_{B_0} \leq c_1\|R(f_0, f_j, g)\|_{C^{\alpha}(\Omega)} \leq c_2\left((\|f_0, f_j, g\|_{A_0})^\beta + 1\right) \]

for constants \( c_1 \geq 0 \) and \( c_2 \geq 0 \).

To prove the continuity of \( R \) from \( A_0 \) to \( B_0 \), let \( (f_0, f_j, g) \) and \( (\tilde{f}_0, \tilde{f}_j, \tilde{g}) \) be two arbitrary right hand sides in \( A_0 \) and set \( (u, u|_{\partial\Omega}) := R(f_0, f_j, g) \) and \( (\tilde{u}, \tilde{u}|_{\partial\Omega}) := R(\tilde{f}_0, \tilde{f}_j, \tilde{g}) \). By
We are going to show that Theorem 4.2.5. Theorem 2.6.1 there exist
Therefore it suffices to rule out the first two possibilities in order to conclude that
The following theorem is the main regularity result for Robin problems. We have seen this out once again in the examples. The complementary existence results are contained in Chapter 3 that large classes of equations satisfy its assumptions, and we will point out this again in the examples. The complementary existence results are contained in the previous section. Nevertheless, they are also repeated in the examples.

**Theorem 4.2.5.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain and \( 1 < m < N \). Let \( h \) be a measurable function, and assume that there exist \( \varepsilon > 0 \) and functions \( \psi_8 \) and \( \psi_9 \) in \( L^{(N-1)/(m-1)+\varepsilon}(\partial\Omega) \) such that

\[
|h(z, u)| \leq \psi_8(z)|u|^{m-1} + \psi_9(z)
\]

(4.2.4)

for all \( z \in \partial \Omega \) and all \( u \in \mathbb{R} \). Under Assumption 4.2.1, there exists \( \alpha \in (0, 1) \) such that every weak solution \( u \in W^{1,m}(\Omega) \) of the Robin problem (2.9.6) is in \( C^{0,\alpha}(\Omega) \) whenever \( f_0 \) is in \( L^{N/m+\varepsilon}(\Omega) \), each \( f_j \) is in \( L^{N/(m-1)+\varepsilon}(\Omega) \), and \( g \) is in \( L^{(N-1)/(m-1)+\varepsilon}(\partial\Omega) \) for some \( \varepsilon > 0 \).

**Proof.** Let \( u \in W^{1,m}(\Omega) \) be a weak solution of (2.9.6). For \( \theta \in [0, 1] \), define

\[
p_\theta := \frac{mN}{\theta(mN + m - N) + (1 - \theta)m^2} = \frac{mN}{m^2 + \theta(N - m)(m - 1)} \in (1, \infty),
\]

\[
q_\theta := \frac{m(N - 1)}{\theta N(m - 1) + (1 - \theta)m(m - 1)} = \frac{m(N - 1)}{m(m - 1) + \theta(N - m)(m - 1)} \in (1, \infty).
\]

We are going to show that \( |u|^{m-1} \in L^p(\Omega) \) and \( h(\cdot, u(\cdot)) \in L^q(\partial\Omega) \) for some \( p > p_\theta = \frac{N}{m} \) and \( q > q_\theta = \frac{N-1}{m-1} \). In other words, we show that the set

\[
\Theta := \{ \theta \in [0, 1] : \exists \varepsilon > 0 \text{ such that } |u|^{m-1} \in L^{p_\theta+\varepsilon}(\Omega) \text{ and } h(\cdot, u(\cdot)) \in L^{q_\theta+\varepsilon}(\partial\Omega) \}
\]

contains 0.

Since \( p_\theta \) and \( q_\theta \) are decreasing functions in \( \theta \), for \( 0 \leq \theta_1 \leq \theta_2 \leq 1 \) we have that \( \theta_1 \in \Theta \) implies \( \theta_2 \in \Theta \). Moreover, since \( p_\theta \) and \( q_\theta \) depend continuously on \( \theta \), \( \Theta \) is a relatively open subset of \([0, 1]\). Thus either \( \Theta = \emptyset \), \( \Theta = (a, 1] \) for some \( a \in [0, 1) \), or \( \Theta = [0, 1] \). Therefore it suffices to rule out the first two possibilities in order to conclude that \( 0 \in \Theta \).
4.2 Hölder regularity

By Theorem 2.3.9 we have that $u \in L^{mN/(N-m)}(\Omega)$. Since

$$\frac{mN}{(N-m)(m-1)} = \frac{mN}{mN + m - N - m^2} > \frac{mN}{mN + m - N} = p_1,$$

this implies that

$$|u|^{m-1} \in L^{\frac{mN}{mN + m - N - (N-m)(m-1)}}(\Omega) \hookrightarrow L^{p_1+\varepsilon}(\Omega)$$

for some $\varepsilon > 0$. Moreover, Theorem 2.3.10 asserts that $u|_{\partial\Omega}$ is in $L^{m(N-1)/(N-m)}(\partial\Omega)$. Hence the trace of $|u|^{m-1}$ is in $L^{m/(mN + m - N - (N-m)(m-1))}(\partial\Omega)$, where we note that

$$m\frac{(N-1)}{(m-1)(N-m)} \geq \frac{m}{m-1} > 1.$$

Hence Hölder’s inequality asserts that $\psi_0|u|^{m-1}$ is in $L^{r_1}(\partial\Omega)$ for $r_1 \in (1, \infty)$ defined by

$$\frac{1}{r_1} = \frac{(m-1)(N-m)}{m(N-1)} + \frac{m-1-\varepsilon}{N-1} < \frac{(m-1)(N-m) + m(m-1)}{m(N-1)} = \frac{N(m-1)}{m(N-1)}$$

for some $\varepsilon > 0$. Thus $r_1 > q_1$. Since also $\frac{N-1}{m-1} + \varepsilon > q_1$, we deduce from (4.2.4) that $h(\cdot, u(\cdot)) \in L^{q_1+\varepsilon}(\partial\Omega)$ for some $\varepsilon > 0$. We have checked that $1 \in \Theta$, i.e., $\Theta \neq \emptyset$.

Assume that $\Theta = (a, 1]$ for some $a \in [0, 1)$. Let $\theta \in (a, 1]$ be arbitrary, and let $\omega$ be as in Assumption 4.2.1. Then the right hand side of (4.2.1) satisfies the assumptions of Lemma 4.2.4 for this $\theta$. In fact, $f_0$, $f_j$, and $g$ satisfy these assumptions even for $\theta = 0$, thus for all $\theta \in [0, 1]$, and for the terms involving $u$ this is the definition of $\theta$ being an element of $\Theta$. Thus we obtain from Lemma 4.2.4 that

$$u \in L^{mN/(N-m)}(\Omega) \quad \text{and} \quad u|_{\partial\Omega} \in L^{(N-1)m/(N-m)}(\partial\Omega)$$

and thus

$$|u|^{m-1} \in L^{\frac{mN}{a(N-m)(m-1)}}(\Omega)$$

for all $\theta > a$. Since

$$\frac{mN}{a(N-m)(m-1)} > \frac{m}{m^2 + a(N-m)(m-1)} = p_a,$$

by the continuity of these expressions there exists $\theta_0 > a$, i.e., $\theta_0 \in \Theta$, such that

$$\frac{mN}{\theta_0(N-m)(m-1)} > p_a.$$

Hence $|u|^{m-1} \in L^{p_a+\varepsilon}(\Omega)$ for some $\varepsilon > 0$. Moreover, using Hölder’s inequality in the
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same way as before, we obtain that $\psi\theta|u|^{m-1}$ is in $L^{r \theta}(\partial \Omega)$ with $r \theta > 1$ given by

$$\frac{1}{r \theta} = \frac{\theta(N - m)(m - 1)}{mN - 1} + \frac{m - 1 - \varepsilon}{N - 1}$$

$$= \frac{m(m - 1 - \varepsilon) + \theta(N - m)(m - 1)}{mN - 1} = \frac{1}{q \theta} - \frac{\varepsilon}{N - 1},$$

for some $\varepsilon > 0$. Exploiting the continuity of these expressions, we see that there exists $\theta_1 > a$, i.e., $\theta_1 \in \Theta$, such that $\frac{1}{r \theta_1} < \frac{1}{q \theta} - \varepsilon$ for some $\varepsilon > 0$. Hence $r \theta_1 = q \theta + \varepsilon$ for some $\varepsilon > 0$. From (4.2.4) we thus obtain that $h(\cdot, u(\cdot)) \in L^{q \theta + \varepsilon}(\partial \Omega)$ for some $\varepsilon > 0$. Hence $a \in \Theta$, contradicting the assumption $\Theta = (a, 1]$.

Since neither $\Theta = \emptyset$ nor $\Theta = (a, 1]$ is in $\Theta$, the introductory comments about $\Theta$ imply that $\Theta = [0, 1]$, i.e., $0 \in \Theta$. This means that $u$ is in $L^{N/m+\varepsilon}(\Omega)$ and that $h(\cdot, u(\cdot))$ is in $L^{(N-1)/(m-1)+\varepsilon}(\partial \Omega)$ for some $\varepsilon > 0$. Thus by Assumption 4.2.1, the right hand side of (4.2.1) is regular enough to ensure that we can apply Corollary 3.1.6 in order to conclude that $u$ is in $C^{0,\alpha}(\Omega)$ for some $\alpha \in (0, 1)$.

\[ \square \]

**Remark 4.2.6.** The statement of the theorem is restricted to $m < N$ because the case $m \geq N$ is trivial. In fact, if $m > N$, then Hölder continuity of functions in $W^{1,m}(\Omega)$ follows from the Sobolev embedding theorem. In the border case $m = N$ we have $u \in L^r(\Omega)$ and $u|_{\partial \Omega} \in L^r(\partial \Omega)$ for every $r < \infty$, thus $h(\cdot, u(\cdot)) \in L^{(N-1)/(m-1)+\varepsilon}(\partial \Omega)$ for some $\varepsilon > 0$ by (4.2.4). Hence we can directly apply Corollary 3.1.6 to (4.2.1) to obtain the Hölder continuity of solutions. In fact, for $m \geq N$ we thus need no information about existence or continuous dependence for the Neumann problem.

In Chapter 3 we have found sufficient conditions under which Assumption 4.2.1 is fulfilled. Since all necessary ingredients can be found there, we content ourselves with repeating the conclusion for our prime examples. It is of course easy to come up with modifications of these situations to which the results of Chapter 3 still apply, for example adding lower order terms, letting the coefficients in Examples 4.2.9 and 4.2.10 depend on $x$, or replacing arctan in Example 4.2.9 by some other smooth, strictly positive, increasing, bounded function.

**Example 4.2.7.** Let $\Omega$ be a bounded Lipschitz domain. Under Assumption 2.9.3, let in addition $\beta$ be a function in $L^{q-1}(\partial \Omega)$ for $q > N$. If $u$ is a weak solution in $W^{1,2}(\Omega)$ of (4.1.5), which by Proposition 4.1.3 exists for sufficiently large $\omega$, and if $f_0 \in L^{q/2}(\Omega)$, $f_j \in L^q(\Omega)$, and $g \in L^{q-1}(\partial \Omega)$ with $q > N$, then $u$ is Hölder continuous.

\[ \begin{align*}
\theta_1 & > a, \\
\theta_1 & \in \Theta, \\
\frac{1}{r \theta_1} & < \frac{1}{q \theta} - \varepsilon, \\
\varepsilon & > 0, \\
\frac{1}{r \theta_1} & = q \theta + \varepsilon, \\
& \text{for some } \varepsilon > 0.
\end{align*} \]

Proof. We check Assumption 4.2.1 for $m = 2$ and $\beta = 1$, where the coefficients for the quasi-linear problem and the coefficients for the linear problem are related by (2.9.5). The existence of solutions of (3.2.10) follows from Proposition 3.2.2. The Hölder continuous dependence in the norm of $W^{1,2}(\Omega)$ of those solutions is Proposition 3.3.1. Finally, the Hölder regularity including the norm bound, follows from Corollary 3.1.6 since the norm of the solution in $L^q(\Omega)$ occurring in (3.1.6) can be estimated by
Hölder regularity

Proposition 3.2.2. Thus Assumption 4.2.1 is satisfied. Now the claim follows from
Theorem 4.2.5.

Remark 4.2.8. A more general version of the result in Example 4.2.7, including mixed
boundary conditions, certain systems of equations, and continuous dependence on the
coefficients, has been proved by Griepentrog and Recke [GR01].

Example 4.2.9. Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain, \( N \geq 3 \), and \( \omega \geq 0 \). Let \( h \) be measurable and satisfy
\[
|h(z, u)| \leq \psi_8(z)|u| + \psi_9(z)
\]
with functions \( \psi_8 \) and \( \psi_9 \) in \( L^{q-1}(\partial \Omega) \) for some \( q > N \), for example \( h(z, u) = \beta u \) with \( \beta \in L^\infty(\Omega) \). Let \( f_0 \in L^{q/2}(\Omega) \), \( f_j \in L^q(\Omega) \), and \( g \in L^{q-1}(\partial \Omega) \) for some \( q > N \). If \( u \) is a weak solution \( u \in W^{1,2}(\Omega) \) of
\[
\begin{cases}
- \text{div}\left((1 + \arctan(|\nabla u|^2)) \nabla u\right) + \omega u^2 = f_0 - \sum_{j=1}^N f_j & \text{on } \Omega, \\
(1 + \arctan(|\nabla u|^2)) \frac{\partial u}{\partial \nu} + h(z, u) = g + \sum_{j=1}^N f_j \nu_j & \text{on } \partial \Omega,
\end{cases}
\]
then \( u \) is Hölder continuous. Moreover, if \( h \) is continuous in its second argument and
if \( \omega \) is large enough, then for every right hand side there exists a weak solution. If
in addition \( h \) satisfies (4.1.3), then every \( \omega > 0 \) is “large enough”. Finally, if \( h \) is
non-decreasing in its second argument, then the solution is unique for every \( \omega > 0 \).

Proof. We check Assumption 4.2.1 for \( m = 2 \) and \( \beta = 1 \) with
\[
A(x, u, p) = (1 + \arctan(|p|^2))p^T \text{ and } a(x, u, p) = 0.
\]
The existence of solutions of the Neumann problem (3.2.10) follows from Example 3.2.9.
The Hölder continuous dependence in the norm of \( W^{1,2}(\Omega) \) of those solutions is the
statement of Example 3.3.7. Finally, the Hölder regularity including the norm bound
follows from Corollary 3.1.6 since the norm of the solution in \( L^2(\Omega) \) occurring in (3.1.6)
can be estimated using (3.2.11). Thus Assumption 4.2.1 is satisfied. Now Hölder
continuity follows from Theorem 4.2.5. The next two claims are the statements of
Theorem 4.1.1 and Corollary 4.1.2, compare also Example 3.2.9 for the fact that (3.2.13)
is satisfied with \( \omega_0 = 0 \). Finally, if \( h \) is non-decreasing in its second argument, then
the operator \( B \) is monotone. Hence the operator \( A_{\omega R}^B \), defined as in the proof of
Theorem 4.1.1, is strictly monotone for \( \omega > 0 \) in the sense of Definition 2.5.1. As in
Corollary 3.2.7 we can thus conclude that the solution is unique.

Example 4.2.10 (\( m \)-Laplace equation, \( m \geq 2 \)). Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz
domain, let $2 \leq m < N$, and let $\omega \geq 0$. Let $h$ be measurable and satisfy
\[|h(z, u)| \leq \psi_8|u|^{m-1} + \psi_9\]
with function $\psi_8$ and $\psi_9$ in $L^{(N-1)/(m-1)+\varepsilon}(\partial \Omega)$ for some $\varepsilon > 0$, for example $h(z, u) = \beta|u|^{m-1}$ with $\beta \in L^\infty(\Omega)$. Let $f_0 \in L^{N/m+\varepsilon}(\Omega)$, $f_j \in L^{N/(m-1)+\varepsilon}(\Omega)$, and $g \in L^{(N-1)/(m-1)+\varepsilon}(\partial \Omega)$ for some $\varepsilon > 0$, and assume that $u \in W^{1,m}(\Omega)$ is a weak solution of
\[
\begin{cases}
-\text{div}(\nabla |\nabla u|^{m-2}\nabla u) + \omega|u|^{m-2}u = f_0 - \sum_{j=1}^N f_j, & \text{on } \Omega, \\
|\nabla u|^{m-2}\frac{\partial u}{\partial \nu} + h(z, u) = g + \sum_{j=1}^N f_j \nu_j, & \text{on } \partial \Omega.
\end{cases}
\]
Then $u$ is Hölder continuous. Moreover, if $h$ is continuous in its second argument and if $\omega$ is large enough, then for every right hand side there exists a weak solution. If in addition $h$ satisfies (4.1.3), then every $\omega > 0$ is “large enough”. Finally, if $h$ is non-decreasing in its second argument, then the solution is unique.

**Proof.** We check Assumption 4.2.1 for $\beta = \frac{1}{m-1}$ with
\[A(x, u, p) = |p|^{m-2}p^T \text{ and } a(x, u, p) = 0.\]
The existence of solutions of the Neumann problem (3.2.10) is a special case of Example 3.2.10. The Hölder continuous dependence in the norm of $W^{1,m}(\Omega)$ of those solutions is the statement of Example 3.3.20. Finally, the Hölder regularity including the norm bound follows from Corollary 3.1.6 since the norm of the solution on $L^m(\Omega)$ occurring in (3.1.6) can be estimated using (3.2.11). Thus Assumption 4.2.1 is satisfied. Now Hölder regularity follows from Theorem 4.2.5. The additional claims follow as in Example 4.2.9, compare also Example 3.2.10 to see that (3.2.13) holds with $\omega_0 = 0$. \[\square\]

Theorem 4.2.5 covers many interesting examples. However, the $m$-Laplace equation does not satisfy Assumption (4.2.1) if $m \in (1, 2)$, see Remark 4.2.3. The aim of the rest of this section is to overcome this problem for the whole class of problems covered by Theorem 3.3.22, so in particular for the $m$-Laplace equation, Example 3.3.23. In fact, in this situation we do have estimates of the kind required in Assumption 4.2.1, but for different exponents. This allows us to proceed in a similar manner as before.

As before, we formulate in an assumption what we need to know about the equation. To keep things reasonably simple, we specialize the exponents in this assumptions to the typical ones, i.e., to those obtained by Corollary 3.1.6 and Theorem 3.3.22.

**Assumption 4.2.11.** Let $\Omega$ be a bounded Lipschitz domain and let $m \in (1, N)$. Let the functions $A$ and $a$ be such that for some $\omega \in \mathbb{R}$ problem (3.2.10) has a weak solution in $W^{1,m}(\Omega)$ whenever the right hand side is in the spaces indicated in Lemma 3.2.3.
Moreover, assume that
\[
\| u - \tilde{u} \|_{W^{1,m}(\Omega)} \leq c \left( \| f_0 - \tilde{f}_0 \| + \sum_{j=1}^{N} \| f_j - \tilde{f}_j \| + \| g - \tilde{g} \| \right)
\]  
(4.2.5)
whenever \( u \) and \( \tilde{u} \) are weak solutions in \( W^{1,m}(\Omega) \) for the right hand sides \((f_0, f_j, g)\) and \((\tilde{f}_0, \tilde{f}_j, \tilde{g})\), respectively, where the norms are in the spaces indicated in Lemma 3.2.3; then in particular the solutions of problem (3.2.10) are unique. Here, \( c \geq 0 \) is allowed to depend on upper bounds of the norms of \((f_0, f_j, g)\) and \((\tilde{f}_0, \tilde{f}_j, \tilde{g})\) in those spaces.

Finally, assume that for every \( \varepsilon > 0 \) there exist \( \alpha \in (0, 1) \) and \( c \geq 0 \) such that the solution \( u \) is in \( C^{0,\alpha}(\Omega) \) whenever \( f_0 \in L^{N/m+\varepsilon}(\Omega) \), each \( f_j \in L^{N/(m-1)+\varepsilon}(\Omega) \), and \( g \in L^{(N-1)/(m-1)+\varepsilon}(\partial \Omega) \) and satisfies the estimate
\[
\| u \|_{C^{0,\alpha}(\Omega)} \leq c \left( \| f_0 \| + \sum_{j=1}^{N} \| f_j \| + \| g \| \right)^{1/(m-1)} + 1
\]  
(4.2.6)
for the respective norms.

As before, we could also allow that the value of \( c \) in (4.2.6) depends on upper bounds for \((f_0, f_j, g)\) in the spaces of Lemma 3.2.3, but this is not needed for our examples.

The following lemma is proved like Lemma 4.2.4.

**Lemma 4.2.12.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain, let \( 1 < m < N \), let \( \theta \in (0, 1) \), and define \( \eta \in (0, 1) \) by
\[
\frac{1-\eta}{\eta} = \frac{(m-1)(1-\theta)}{\theta}.
\]  
(4.2.7)
Define \( r_1, r_2, \) and \( r_3 \) by
\[
\begin{align*}
  r_1 &:= \frac{mN}{\theta(mN + m - N) + (1-\theta)m^2}, \quad r_2 := \frac{mN}{\theta(N(m-1) + (1-\theta)m(m-1)} \cdot \\
  r_3 &:= \frac{mN}{\theta(N(m-1) + (1-\theta)m(m-1)}.
\end{align*}
\]
Under Assumption 4.2.11, if \( f_0 \) is in \( L^{r_1+\varepsilon}(\Omega) \), each \( f_j \) is in \( L^{r_2+\varepsilon}(\Omega) \), and \( g \) is in \( L^{r_3+\varepsilon}(\partial \Omega) \) for some \( \varepsilon > 0 \), then the unique weak solution \( u \) in \( W^{1,m}(\Omega) \) of (3.2.10) satisfies
\[
u \in L^{\frac{N}{m+\varepsilon}}(\Omega) \quad \text{and} \quad u|_{\partial \Omega} \in L^{\frac{(N-1)m}{(N-1)m}}(\partial \Omega).
\]

We need an additional lemma, which essentially is a technical estimate.

**Lemma 4.2.13.** Let \( N \in \mathbb{N} \), \( N \geq 2 \), and let \( m \in (1, N) \). For \( \theta \in (0, 1) \) we define
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\( \eta \theta \in (0, 1) \) by

\[
\frac{1 - \eta}{\eta} = (m - 1) \frac{1 - \theta}{\theta}. \tag{4.2.8}
\]

Then

\[
(2 - m)(N - m) < m(1 + \sqrt{m - 1})^2 \tag{4.2.9}
\]

if and only if

\[
\eta - \theta < \frac{m}{N - m} \text{ for all } \theta \in (0, 1). \tag{4.2.10}
\]

Proof. If \( m \geq 2 \), then \( \eta \theta \leq \theta \) and both inequalities are trivially satisfied. Therefore we assume \( m \in (1, 2) \) in the proof.

Solving (4.2.8) for \( \eta \theta \), we obtain that

\[
\eta = \frac{\theta}{(m - 1)(1 - \theta) + \theta}.
\]

We define a continuous function \( f \) on \([0, 1]\) by

\[
f(\theta) := \eta - \theta = \frac{\theta}{(m - 1)(1 - \theta) + \theta} - \theta = \frac{\theta}{(m - 1) + (2 - m)\theta} - \theta
\]

and investigate in which situations we have

\[
f(\theta) < \frac{m}{N - m} \text{ for all } \theta \in (0, 1). \tag{4.2.11}
\]

Since \( f(0) = f(1) = 0 \), by the necessary criterion for local extrema, condition (4.2.11) holds if and only if it holds for every \( \theta_0 \in (0, 1) \) satisfying

\[
f'(\theta_0) = \frac{m - 1}{((m - 1) + (2 - m)\theta_0)^2} - 1 = 0
\]

i.e., for

\[
\theta_0 = \frac{\sqrt{m - 1} - (m - 1)}{2 - m} = \frac{\sqrt{m - 1}}{1 + \sqrt{m - 1}} \in (0, 1).
\]

Now,

\[
f(\theta_0) = \left( \frac{1}{\sqrt{m - 1}} - 1 \right) \theta_0 = \frac{1 - \sqrt{m - 1}}{1 + \sqrt{m - 1}} = \frac{2 - m}{(1 + \sqrt{m - 1})^2}.
\]

Thus,

\[
f(\theta_0) < \frac{m}{N - m}
\]

is equivalent to (4.2.9) and, as remarked before, also to (4.2.11), which merely is another way to write (4.2.10). \( \square \)

For \( m \in (1, 2) \), the number \( \eta \) defined by (4.2.7) is larger than \( \theta \). Thus by applying
Lemma 4.2.12 we do not gain as much regularity for the solutions as in Lemma 4.2.4.

Hence we need more restrictive growth assumptions on \( h \) than in Theorem 4.2.5. There is of course some freedom here about how fast we allow \( h \) to grow, and other growth conditions on \( h \) lead to conditions on \( m \) that are different from (4.2.12).

The choice (4.2.13) that we made here seems to be the most natural, in particular because it includes the standard example \( h(u) = |u|^{m-2}u \).

**Theorem 4.2.14.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain and \( 1 < m < N \). Assume that

\[
(2 - m)(N - m) < m(1 + \sqrt{m - 1})^2.
\]

Let \( h \) be a measurable function, and assume that there exist \( \varepsilon > 0 \), a constant \( \mu \geq 0 \), and \( \psi_\theta \) in \( L^{(N-1)/(m-1)+\varepsilon}(\partial\Omega) \) such that

\[
|h(z,u)| \leq \mu |u|^{m-1} + \psi_\theta(z)
\]

for all \( z \in \partial\Omega \) and all \( u \in \mathbb{R} \). Under Assumption 4.2.11, there exists \( \alpha \in (0,1) \) such that every weak solution \( u \in W^{1,m}(\Omega) \) of the Robin problem (2.9.6) is in \( C^{0,\alpha}(\Omega) \) whenever \( f_0 \) is in \( L^{N/m+\varepsilon}(\Omega) \), each \( f_j \) is in \( L^{N/(m-1)+\varepsilon}(\Omega) \), and \( g \) is in \( L^{(N-1)/(m-1)+\varepsilon}(\partial\Omega) \) for some \( \varepsilon > 0 \).

**Proof.** Let \( u \in W^{1,m}(\Omega) \) be a weak solution of (2.9.6). We proceed exactly like in the proof of Theorem 4.2.5 and use the same notation. In particular, the set \( \Theta \) is defined in the same way as before. There is only one part of the proof of Theorem 4.2.5 that does not carry over verbatim. In fact, we have to show that \( \Theta \) is not of the form \((a,1]\) with \( a \in [0,1) \).

To obtain a contradiction, assume that \( \Theta = (a,1] \) with \( a \in [0,1) \). Let \( \theta \in (a,1] \) be arbitrary, and let \( \omega \) be as in Assumption 4.2.1. Then the right hand side of (4.2.1) satisfies the assumptions of Lemma 4.2.12 for this \( \theta \). Thus

\[
u \in L^{\eta(\theta)^N}(\Omega) \quad \text{and} \quad \nu|\partial\Omega \in L^{\eta(\theta)^{N-1/m}}(\partial\Omega),
\]

where \( \eta_\theta \) is given by (4.2.7), and thus

\[
|u|^{m-1} \in L^{\eta(\theta)^{N/(m-1)}}(\Omega) \quad \text{and} \quad |u|^{m-1}|\partial\Omega \in L^{\eta(\theta)^{(N-1)/m}}(\partial\Omega).
\]

By Lemma 4.2.13,

\[
\eta_\theta - a < \frac{m}{N - m},
\]

hence

\[
\eta_\theta(N - m)(m - 1) < m(m - 1) + a(N - m)(m - 1) < m^2 + a(N - m)(m - 1)
\]
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and thus
\[
\frac{m(N-1)}{\eta_a(N-m)(m-1)} > \frac{m(N-1)}{m(m-1) + a(N-m)(m-1)} = q_a
\]
and
\[
\frac{mN}{\eta_a(N-m)(m-1)} > \frac{mN}{m^2 + a(N-m)(m-1)} = p_a.
\]
Hence, since \( \eta_\theta \) depends continuously on \( \theta \), there exist \( \theta > a \) and \( \varepsilon > 0 \) such that
\[
\frac{m(N-1)}{\eta_\theta(N-m)(m-1)} \geq q_a + \varepsilon
\]
and
\[
\frac{mN}{\eta_\theta(N-m)(m-1)} \geq p_a + \varepsilon.
\]
Thus \( |u|^{m-1} \in L^{p_a+\varepsilon}(\Omega) \) and, by (4.2.13), \( h(\cdot, u(\cdot)) \in L^{q_a+\varepsilon}(\Omega) \). We have shown that \( a \in \Theta \), contradicting the assumption that \( \Theta = (a, 1] \).

Thus \( \Theta \) is not of the form \((a, 1]\) with \( a \in [0, 1) \). As already pointed out in the introductory remarks, we can now proceed like in the proof Theorem 4.2.5 to finish the proof.

**Remark 4.2.15.** The condition (4.2.12) is rather strange and can probably be improved. However, it appears in a natural way because, by Lemma 4.2.13, it is equivalent to the fact that the bootstrapping works if \( h \) grows like (4.2.13). It is remarkable that (4.2.12) does not imply
\[
m \geq \frac{2N}{N+2},
\]
which is a typical assumption for quasi-linear equations. In fact, for \( N = 5 \) condition (4.2.12) is equivalent to \( m > \frac{5}{4} \).

**Example 4.2.16** \((m\)-Laplace equation). Let \( \Omega \subset \mathbb{R}^N \) be a bounded Lipschitz domain, let \( m \in (1, 2) \), and assume that (4.2.12) holds. Let \( h \) be measurable and satisfy
\[
|h(z, u)| \leq \mu |u|^{m-1} + \psi_9
\]
with a constant \( \mu \geq 0 \) and a function \( \psi_9 \) in \( L^{(N-1)/(m-1)+\varepsilon}(\partial\Omega) \) for some \( \varepsilon > 0 \), for example \( h(z, u) = \beta |u|^{m-1} \) with \( \beta \in L^\infty(\Omega) \). Let \( f_0 \in L^{N/m+\varepsilon}(\Omega) \), \( f_j \in L^{N/(m-1)+\varepsilon}(\Omega) \), and \( g \in L^{(N-1)/(m-1)+\varepsilon}(\partial\Omega) \) for some \( \varepsilon > 0 \). Assume that \( u \in W^{1,m}(\Omega) \) is a weak solution of
\[
\begin{cases}
-\text{div}(|\nabla u|^{m-2}\nabla u) + \omega |u|^{m-2} u = f_0 - \sum_{j=1}^N f_j, & \text{on } \Omega, \\
|\nabla u|^{m-2} \frac{\partial u}{\partial \nu} + h(z, u) = g + \sum_{j=1}^N f_j \nu_j, & \text{on } \partial\Omega
\end{cases}
\]
4.2 Hölder regularity

for some $\omega \in \mathbb{R}$. Then $u$ is Hölder continuous. Moreover, if $h$ is continuous in its second argument and if $\omega$ is large enough, then for every right hand side there exists a weak solution. If in addition $h$ satisfies (4.1.3), then every $\omega > 0$ is “large enough”. Finally, if $h$ is non-decreasing in its second argument, then the solution is unique.

Proof. We check Assumption 4.2.11 for $\beta = \frac{1}{m-1}$ with

$$A(x,u,p) = |p|^{m-2}p^T \text{ and } a(x,u,p) = 0.$$ 

The existence of solutions of the Neumann problem (3.2.10) is a special case of Example 3.2.10. The locally Lipschitz continuous dependence in the norm of $W^{1,m}(\Omega)$ of those solutions is the statement of Example 3.3.23. Finally, the Hölder regularity including the norm bound follows from Corollary 3.1.6 since the norm of the solution on $L^m(\Omega)$ occurring in (3.1.6) can be estimated using (3.2.11). Thus Assumption 4.2.11 is satisfied. Now Hölder regularity follows from Theorem 4.2.14. The additional claims can be deduced as in Example 4.2.9, compare also Example 3.2.10 to see that (3.2.13) holds with $\omega_0 = 0$.

Remark 4.2.17. The bootstrapping argument is no longer needed if some other source provides bounds for the solutions. For example, if in the situation of Example 4.2.16, where we now allow arbitrary $m \in (1, \infty)$ (i.e., we no longer assume (4.2.12)), we have $h(z,u) = \beta |u|^{m-1}$ with a non-negative function $\beta \in L^\infty(\partial \Omega)$, then every weak solution $u \in W^{1,m}(\Omega)$ is bounded by a result due to Daners and Drábek [DD09], which is proved by Moser’s iteration scheme. Hence $h(\cdot,u(\cdot))$ is bounded and we can apply Corollary 3.1.6 to (4.2.1) for $\omega := 0$, proving that the solution is Hölder continuous.
5 Parabolic equations

In this chapter we will combine the regularity result of Section 4.2 with semigroup theory to deduce that the corresponding parabolic problem is well-posed on \( C(\Omega) \), i.e., that the part of the elliptic operator in \( C(\Omega) \) generates a (linear or nonlinear) \( C_0 \)-semigroup on \( C(\Omega) \).

First we argue that the corresponding operator \( A \) generates a \( C_0 \)-semigroup on \( L^2(\Omega) \) which extrapolates to \( L^\infty(\Omega) \). From this and the elliptic regularity result we obtain that the part \( A^c \) of \( A \) in \( C(\Omega) \) generates a \( C_0 \)-semigroup on the closure of the domain \( D(A^c) \) of \( A^c \). Then it only remains to show that \( A^c \) is densely defined in \( C(\Omega) \). This is a consequence of the continuous dependence results in Section 4.2.

The described strategy works for linear and nonlinear problems with Robin boundary conditions, including Neumann boundary conditions as a special case, and also for Wentzell-Robin boundary conditions. In fact, for the latter the technical details are simpler than for the Robin problem. The linear case has already been treated by Warma [War06] in the case of the Laplace operator, and our transition from elliptic to parabolic results in Sections 5.1 and 5.2 is in the same spirit as his article. Here, however, we consider arbitrary second order, linear, elliptic operators and two model cases for nonlinear equations, which is made possible by our results in Chapter 4.

5.1 Linear equations with Robin boundary condition

Fix a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^N \) and coefficients \( a_{ij}, b_j, c_i, \) and \( d \) in \( L^\infty(\Omega) \) such that there exists \( \nu > 0 \) with the property that

\[
\sum_{i,j=1}^{N} a_{ij} \xi_i \xi_j \geq \nu |\xi|^2
\]

for all \( \xi \in \mathbb{R}^N \). To simplify notation we introduce the shorthands

\[
Lu := -\sum_{j=1}^{N} D_j \left( \sum_{i=1}^{N} a_{ij} D_i u + b_j u \right) + \left( \sum_{i=1}^{N} c_i D_i u + d u \right)
\]

and

\[
\frac{\partial u}{\partial \nu_L} := \sum_{j=1}^{N} \left( \sum_{i=1}^{N} a_{ij} D_i u + b_j u \right) \nu_j.
\]
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where as usual \( \nu = (\nu_j) \) denotes the outer unit normal to \( \Omega \) on \( \partial \Omega \). We do not distinguish between a continuous function \( u \) from \( [0, \infty) \) to \( L^2(\Omega) \) and the associated real-valued function \( (t, x) \mapsto u(t)(x) \) on \( [0, \infty) \times \Omega \). Let \( \beta \) be in \( L^\infty(\partial \Omega) \), and let \( u_0 \) be in \( C(\overline{\Omega}) \). The goal of this section is to prove that the linear parabolic Robin problem

\[
\begin{aligned}
\dot{u}(t, x) &= -Lu(t, x), \quad t > 0, \ x \in \Omega, \\
\frac{\partial u}{\partial \nu}(t, z) + \beta u(t, z) &= 0, \quad t > 0, \ z \in \partial \Omega, \\
u(0, x) &= u_0(x), \quad x \in \Omega,
\end{aligned}
\]

is well-posed in the space \( C(\overline{\Omega}) \). More precisely, we will show the unique mild solution \( u \) in the sense of \( L^2(\Omega) \) is continuous as a function from \( [0, \infty) \) to \( C(\overline{\Omega}) \), or, which is the same, is jointly continuous in its time and space variables.

Let \( H \) denote the Hilbert space \( L^2(\Omega) \). For the dense subspace \( V := W^{1, 2}(\Omega) \), define the form \( a \) on \( V \times V \) by

\[
a(u, v) := \sum_{i,j=1}^N \int_\Omega a_{ij} D_i u D_j v + \sum_{j=1}^N \int_\Omega b_j u D_j v + \sum_{i=1}^N \int_\Omega c_i D_i u v + \int_\Omega d u v + \int_{\partial \Omega} \beta u v.
\]

As in the proof of Proposition 4.1.3, we obtain that \( a \) is continuous and elliptic. Thus, by Remark 2.7.8, it is associated with a closed linear operator \( A \) on \( L^2(\Omega) \) such that \(-A\) generates a \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \) on \( L^2(\Omega) \).

The following remark shows that \( A \) is in fact a realization of \( L \) in \( L^2(\Omega) \) with Robin boundary conditions, thus justifying Definition 5.1.2.

**Remark 5.1.1.** Let all functions be smooth enough to apply the divergence theorem. For simplicity, we set \( b_j = c_i = d = 0 \). Now if \( u \in D(A) \) and \( v \in W^{1, 2}(\Omega) \), then

\[
\int_\Omega A u v = (A u, v)_{L^2(\Omega)} = a(u, v) = \sum_{i,j=1}^N \int_\Omega a_{ij} D_i u D_j v + \int_{\partial \Omega} \beta u v
\]

\[
= \int_{\partial \Omega} \left( \sum_{i,j=1}^N a_{ij} D_i u v_j + \beta u \right) v - \sum_{j=1}^N \int_\Omega D_j \left( \sum_{i=1}^N a_{ij} D_i u \right) v
\]

\[
= \int_{\partial \Omega} \left( \frac{\partial u}{\partial \nu} + \beta u \right) v + \int_\Omega L u v.
\]

Thus this identity holds in particular for all test functions \( v \in C_0^\infty(\Omega) \), for which the boundary integral vanishes. Since the test functions are dense in \( L^2(\Omega) \), we deduce that \( A u = L u \). Thus the boundary integral equals zero for all \( v \in W^{1, 2}(\Omega) \). Since the traces of functions in \( W^{1, 2}(\Omega) \) are dense in \( L^2(\partial \Omega) \), this implies \( \frac{\partial u}{\partial \nu} + \beta u = 0 \) i.e., \( u \) satisfies Robin boundary conditions.

**Definition 5.1.2.** We say that a continuous function \( u \) from \( [0, \infty) \) to \( L^2(\Omega) \) is a mild solution of (5.1.1) for some \( u_0 \in L^2(\Omega) \) if \( u \) is a mild solution of the abstract Cauchy
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The problem
\[
\begin{cases}
\dot{u}(t) = -Au(t), & t > 0, \\
u(0) = u_0
\end{cases}
\]  
(5.1.2)
in the sense of Definition 2.7.4, i.e., \(u(t) = T(t)u_0\) for the semigroup \((T(t))_{t \geq 0}\) that is generated by \(-A\), see Theorem 2.7.5. We call \(A\) the realization of \(L\) in \(L^2(\Omega)\) with Robin boundary conditions and \((T(t))_{t \geq 0}\) the corresponding Robin semigroup.

It follows from Theorem 2.7.5 that for every \(u_0 \in L^2(\Omega)\) problem (5.1.1) has a unique mild solution. Now if \(u : [0, \infty) \to H\) is a mild solution of (5.1.2), then \(u\) is differentiable on \((0, \infty)\), \(u(t) \in D(A)\) for all \(t > 0\), and \(\dot{u}(t) = -Au(t)\) for all \(t > 0\) by Theorem 2.7.7. Thus \(\dot{u}(t) = -Lu(t)\) on \(\Omega\) and \(\frac{\partial u(t)}{\partial \nu} + \beta u(t) = 0\) on \(\partial \Omega\) for all \(t > 0\), i.e., \(u\) satisfies (5.1.1) in a weak sense.

It is in general non-trivial to show that the semigroup \(T\) leaves \(L^\infty(\Omega)\) invariant, even though in some special cases this follows from Corollary 2.7.10. For example, Corollary 2.7.10 applies if \(b_j \in W^{1,\infty}_0(\Omega)\) and \(\beta \geq 0\), and this fact has been used by Arendt and ter Elst [AtE97] to prove Gaussian estimates in this case. Unfortunately, in general the equivalent conditions of Corollary 2.7.10 are not satisfied for \((T(t))_{t \geq 0}\) even after exponential rescaling as Example 5.1.3 shows. Anyway, by different methods Daners [Dan00a] managed to obtain exponential bounds in \(L^\infty(\Omega)\), and we cite his results in Lemma 5.1.4.

**Example 5.1.3.** Let \(N = 1, \quad \Omega = (-1, 1), \quad \alpha_{11} = 1, \quad b_1(x) = \text{sgn}(x), \quad c_1 = 0, \quad d = 0, \quad \text{and} \quad \beta = 0\). Then there exists no \(\omega \in \mathbb{R}\) such that \((e^{-\omega t} T(t))_{t \geq 0}\) is contractive in \(L^\infty(\Omega)\).

**Proof.** Assume the contrary that \((e^{-\omega t} T(t))_{t \geq 0}\) is contractive in the norm of \(L^\infty(\Omega)\) for some \(\omega \in \mathbb{R}\). Without loss of generality we can assume \(\omega \geq 0\). Since this semigroup is associated with the form \((u, v) \mapsto a(u, v) + \omega \int_{\Omega} (u - 1) u\), Corollary 2.7.10 implies that
\[
a(u \wedge 1, (u - 1)^+) + \omega (u \wedge 1 | (u - 1)^+)_{L^2(\Omega)} \geq 0
\]  
(5.1.3)
for all positive \(u \in W^{1,2}(-1, 1)\). Using Lemma 2.2.6 to calculate the weak derivatives of \(u \wedge 1\) and \((u - 1)^+\), we see that \((u \wedge 1)' = u'\) and \(((u - 1)^+) = 0\) almost everywhere on \(\{u \leq 1\}\), and that \((u \wedge 1)' = 0\) and \(((u - 1)^+) = u'\) almost everywhere on \(\{u \geq 1\}\). Hence (5.1.3) reads as
\[
- \int_{[-1,0]\cap\{u\geq 1\}} u' + \int_{[0,1]\cap\{u\geq 1\}} u' + \omega \int_{[-1,1]\cap\{u\geq 1\}} (u - 1) \geq 0
\]
for all positive \(u \in W^{1,2}(-1, 1)\). If we set in particular \(u_n(x) := 2(1 - x^2)^n\) and pick \(\alpha_n\) such that \(u_n(\pm \alpha_n) = 1, \text{i.e.,} \alpha_n := (1 - 2^{-1/n})^{1/2}\), then
\[
0 \leq - \int_{-\alpha_n}^{0} u_n' + \int_{0}^{\alpha_n} u_n' + \omega \int_{-\alpha_n}^{\alpha_n} (u_n - 1) \leq -2 + \omega \int_{-\alpha_n}^{\alpha_n} 1 = -2 + 2\omega \alpha_n
\]
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for all \( n \in \mathbb{N} \). However, since \( \alpha_n \to 0 \) as \( n \to \infty \), this cannot hold for large \( n \), a contradiction. Thus \( (e^{-\omega t} T(t))_{t \geq 0} \) is not contractive in \( L^\infty(\Omega) \).

**Lemma 5.1.4.** There exist \( M \geq 1 \) and \( \omega \in \mathbb{R} \) such that

\[ \|T(t)u\|_{L^\infty(\Omega)} \leq M e^{\omega t} \|u\|_{L^\infty(\Omega)} \]

for all \( t \geq 0 \) and all \( u \in L^\infty(\Omega) \).

**Proof.** For \( \beta \geq 0 \), Daners [Dan00a, Proposition 7.1] has proved precisely this statement by obtaining Gaussian upper bounds for the associated kernels. By rewriting the equation in an appropriate way, the same author [Dan09] showed that the general result then follows for arbitrary bounded \( \beta \). □

**Lemma 5.1.5.** The part \( A^c := A|_{C(\Omega)} \) of \( A \) in \( C(\Omega) \), i.e., the restriction of \( A \) to

\[ D(A^c) := \{ u \in D(A) \cap C(\Omega) : Au \in C(\Omega) \} \]

considered as an operator on \( C(\Omega) \), is closed. Moreover, if \( \lambda + A \) is boundedly invertible for some \( \lambda \in \mathbb{R} \), then also \( \lambda + A^c \) is boundedly invertible, i.e., \( \varrho(A) \subset \varrho(A^c) \). In this case, \( C(\Omega) \) is invariant under \( R(\lambda, -A) \), and \( R(\lambda, -A^c) = R(\lambda, -A)|_{C(\Omega)} \). Finally, if \( \lambda \) is sufficiently large, then \( \lambda + A^c \) is invertible and

\[ \|R(\lambda, -A^c)^{(n)}\| \leq \frac{M n!}{(\lambda - \omega)^{n+1}} \]

for all \( n \in \mathbb{N} \), where \( \omega \) is as in Lemma 5.1.4 and where \( R(\lambda, -A^c)^{(n)} \) denotes the \( n \)th derivative of the analytic function \( \lambda \mapsto R(\lambda, -A^c) \).

**Proof.** If \( (u_n) \) is a sequence that converges in \( C(\Omega) \) to \( u \) such that \( (A^c u_n) \) converges in \( C(\Omega) \) to \( v \), then the two sequences converge also in \( L^2(\Omega) \). Since \( A \), being the negative of a generator of a \( C_0 \)-semigroup, is closed, this implies that \( u \in D(A) \) and \( Au = v \). But since \( u \) and \( v \) are in \( C(\Omega) \) by assumption, this implies \( u \in D(A^c) \). Thus \( A^c \) is closed.

Let \( \lambda + A \) be invertible. Then \( \lambda + A^c \) is injective. Moreover, for given \( f \in C(\Omega) \), there exists \( u \in D(A) \) such that \( (\lambda + A)u = f \). Then \( u \) is a weak solution in \( W^{1,2}(\Omega) \) of

\[
\begin{cases}
Lu + \lambda u = f & \text{on } \Omega, \\
\frac{\partial u}{\partial \nu_L} + \beta u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Hence \( u \) is continuous by Example 4.2.7, showing that \( u \in D(A^c) \). Thus \( \lambda + A^c \) is surjective and consequently invertible by the closed graph theorem.
By Definition 2.7.1, there exists $\omega_0$ such that $\lambda + A$ is invertible for $\lambda > \omega_0$, and by differentiating (2.7.1) with respect to $\lambda$,

$$R(\lambda, -A)^{(n)}u = (-1)^n \int_0^\infty s^n e^{-\lambda s} T(s) u ds$$

for all $u \in L^2(\Omega)$ and $\lambda > \omega_0$. Thus from Lemma 5.1.4 we obtain by repeated integration by parts that

$$\|R(\lambda, -A)^{(n)}u\|_{L^\infty(\Omega)} \leq M \int_0^\infty s^n e^{(\omega - \lambda)s} ds \|u\|_{L^\infty(\Omega)} = \frac{Mn!}{(\lambda - \omega)^{n+1}} \|u\|_{L^\infty(\Omega)}$$

for all $u \in L^\infty(\Omega)$. This proves the claim. \qed

**Lemma 5.1.6.** The operator $A^c$ is densely defined on $C(\Omega)$.

**Proof.** Since $C^\infty(\Omega)$ is dense in $C(\Omega)$ by the Stone-Weierstrass theorem, it suffices to show that every $u \in C^\infty(\Omega)$ is in the closure of $D(A^c)$. Thus let $u \in C^\infty(\Omega)$ be arbitrary and fix $\epsilon > 0$.

Pick $q > N$, let $\omega_0$ be as in Proposition 4.1.3, and fix $\omega > \omega_0$. Let $h_d$ be as in Lemma 2.3.12, i.e., $h_d$ is a smooth vector field such that $h_d \cdot \nu \geq 1$ almost everywhere on $\partial\Omega$. Since the traces of smooth functions are dense in $L^{q-1}(\partial\Omega)$ by the Stone-Weierstrass theorem, there exists $h \in C^\infty(\mathbb{R}^N; \mathbb{R}^N)$ such that

$$\|h - \frac{\partial h_d}{\partial v} \||_{L^{q-1}(\partial\Omega; \mathbb{R}^N)} < \epsilon.$$ 

Hence $g := h \cdot \nu - \beta u$ satisfies $\|g\|_{L^{q-1}(\partial\Omega)} < \epsilon$. Since $C^\infty(\Omega)$ is dense in $L^q(\Omega)$, there exist $k_0, k_1, \ldots, k_N$ in $C^\infty(\Omega)$ such that the functions

$$f_0 := k_0 - \sum_{i=1}^N c_i D_i u - du - \omega u \quad \text{and} \quad f_j := -h_j - k_j - \sum_{i=1}^N a_{ij} D_i u - b_j u$$

satisfy $\|f_0\|_{L^q(\Omega)} < \epsilon$ and $\|f_j\|_{L^q(\Omega)} < \epsilon$. Define $\psi \in C^\infty(\Omega)$ by

$$\psi := k_0 + \sum_{j=1}^N D_j k_j + \text{div}(h)$$

and let $v := R(\omega, -A)$, i.e., $v$ is the unique solution of

$$\begin{cases}
Lv + \omega v = \psi & \text{on } \Omega, \\
\frac{\partial v}{\partial v_L} + \beta v = 0 & \text{on } \partial\Omega
\end{cases}$$
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which exists by Proposition 4.1.3. By the divergence theorem,
\[ \int_{\Omega} \psi w = \int_{\Omega} k_0 w + \int_{\partial \Omega} (h \cdot \nu) w - \sum_{j=1}^{N} \int_{\Omega} (h_j + k_j) D_j w \]
for every \( w \in C^\infty(\Omega) \). Hence, by definition of \( v \) and \( a \), we have
\[ a(v - u, w) + \omega(v - u, w)_{L^2(\Omega)} = \int_{\Omega} \psi w - a(u, w) - \omega(u, w)_{L^2(\Omega)} = \int_{\Omega} f_0 w + \sum_{j=1}^{N} \int_{\Omega} f_j D_j w + \int_{\partial \Omega} g w \]
for all \( w \in C^\infty(\Omega) \), i.e., we have in a weak sense that
\[
\begin{align*}
L(v - u) + \omega(v - u) &= f_0 - \sum_{j=1}^{N} D_j f_j \quad \text{on } \Omega, \\
\frac{\partial (v - u)}{\partial \nu_L} + \beta(v - u) &= g + \sum_{j=1}^{N} f_j \nu_j \quad \text{on } \partial \Omega.
\end{align*}
\]
(5.1.4)

Since by Example 4.2.7 the solution operator maps appropriate right-hand-side spaces into \( C^{0, \alpha}(\Omega), \alpha \in (0, 1) \), and thus in particular into \( C(\Omega) \), the closed graph theorem asserts that the solution operator is bounded between these spaces. Since the right hand side of (5.1.4) is small by construction, we can conclude that
\[ \|u - v\|_{L^\infty(\Omega)} \leq c\varepsilon \]
for a constant \( c \) that does not depend on \( \varepsilon, u, \) or \( v \). Since \( v \) is in \( D(A + \omega) = D(A) \) by definition, letting \( \varepsilon \) tend to zero we find a family of functions in \( D(A) \) converging to \( u \) in the norm of \( C(\Omega) \), which proves the claim. \( \square \)

**Theorem 5.1.7.** Problem 5.1.1 is well-posed on \( C(\Omega) \), meaning that the operator \(-A^c\)
defined in Lemma 5.1.5 generates a \( C_0 \)-semigroup on \( C(\Omega) \). Thus for every \( u_0 \in C(\Omega) \) the unique mild solution \( u: [0, \infty) \to L^2(\Omega) \) of (5.1.1) is continuous as a function from \( [0, \infty) \) to \( C(\Omega) \). In other words, we can choose representatives of \( u(t), t \geq 0, \) in such a way that \( (t, x) \mapsto u(t)(x) \) is continuous on \( [0, \infty) \times \Omega \).

**Proof.** Since by Lemmata 5.1.5 and 5.1.6 the operator \(-A^c\) satisfies the assumptions of Theorem 2.7.2, this operator generates a \( C_0 \)-semigroup \( (T^c(t))_{t \geq 0} \) on \( C(\Omega) \). Since semigroups can be expressed in terms of their generators via (2.7.3) and since the resolvents of \( A^c \) and \( A \) coincide on \( C(\Omega) \), \( T^c(t) \) is the restriction of \( T(t) \) to \( C(\Omega) \). Thus the mild solution \( u(t) = T(t)u_0 = T^c(t)u_0 \) of (5.1.1) is continuous with values in \( C(\Omega) \). \( \square \)
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5.2 Linear equations with Wentzell-Robin boundary conditions

Let $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain, let $L$ be as in the previous section, let $\beta$ be a function in $L^\infty(\partial\Omega)$, let $\gamma \in L^\infty(\partial\Omega)$ be bounded from below by $\gamma_0 > 0$, and let $u_0$ be in $C(\bar{\Omega})$. The goal of this section is to prove that the linear parabolic Wentzell-Robin problem

$$\begin{cases}
    \dot{u}(t,x) = -Lu(t,x) & t > 0, x \in \Omega, \\
    -Lu(t,z) + \gamma \frac{\partial u(t,z)}{\partial \nu} + \beta u(t,z) = 0 & t > 0, z \in \partial\Omega, \\
    u(0,x) = u_0(x) & x \in \Omega
\end{cases} \tag{5.2.1}$$

is well-posed in the space $C(\Omega)$. More precisely, we will show the unique mild solution $u$ in the sense of $L^2(\Omega)$ is continuous as a function from $[0, \infty)$ to $C(\Omega)$, or, which is the same, the solution is jointly continuous in its time and space variables.

To study (5.2.1) in a Hilbert space setting, we use the form method approach proposed by Arendt, Metafune, Pallara, and Romanelli [AMPR03]. There are other ways to attack the problem, but for our purposes the form method turns out to be very convenient since the arguments of Section 5.1 carry over to a large extent. The appropriate space for (5.2.1) is the Hilbert space $H := L^2(\Omega) \oplus L^2(\partial\Omega, \frac{d\sigma}{\gamma})$ where by the assumption on $\gamma$ the norm of $L^2(\partial\Omega, \frac{d\sigma}{\gamma})$ is equivalent to the usual norm of $L^2(\partial\Omega) = L^2(\partial\Omega, d\sigma)$ stemming from the surface measure $\sigma$ on $\partial\Omega$. For $u$ and $v$ in the subspace $V := \{(u, u|_{\partial\Omega}) : u \in W^{1,2}(\Omega)\} \cong W^{1,2}(\Omega)$ of $H$, which we equip with the norm $\|(u, u|_{\partial\Omega})\|_V := \|u\|_{W^{1,2}(\Omega)}$, we define

$$a((u, u|_{\partial\Omega}), (v, v|_{\partial\Omega})) = \sum_{i,j=1}^N \int_{\Omega} a_{ij} D_i u D_j v + \sum_{j=1}^N \int_{\Omega} b_j u D_j v + \sum_{i=1}^N \int_{\Omega} c_i D_i u v + \int_{\Omega} d u v + \int_{\partial\Omega} \frac{\beta}{\gamma} u v.$$ 

Since $\|(u, u|_{\partial\Omega})\|_H \geq \|u\|_{L^2(\Omega)}$, the same estimates as in the proof of Proposition 4.1.3 show that $a$ is continuous and coercive. Moreover, since the traces of smooth functions, i.e., functions in $C_c^\infty(\Omega)$, are dense in $L^2(\partial\Omega)$ by the Stone-Weierstrass theorem, and since $C_c^\infty(\Omega)$ is dense in $L^2(\Omega)$, the form domain $V$ is densely and continuously embedded into $H$. Thus, by Remark 2.7.8, the form $a$ is associated with a closed linear operator.
A such that $-A$ generates a $C_0$-semigroup $(T(t))_{t \geq 0}$ on $\mathcal{H}$.

The following remark shows that $A$ is in fact a realization of $L$ in $L^2(\Omega)$ with Wentzell-Robin-like boundary conditions. This is used to justify Definition 5.2.2.

**Remark 5.2.1.** Let all functions be smooth enough to apply the divergence theorem. For simplicity, we set $b_j = c_i = d = 0$. Now if $(u, u_{|\partial\Omega}) \in D(A) \subset \mathcal{V}$ with $(f, g) := Au \in \mathcal{H}$ and $(v, v_{|\partial\Omega}) \in \mathcal{V}$, then

$$
\int_\Omega fv + \int_{\partial\Omega} \frac{gv}{\gamma} = (Au \mid (v, v_{|\partial\Omega}))_{\mathcal{H}} = a((u, u_{|\partial\Omega}), (v, v_{|\partial\Omega}))
$$

$$
= \sum_{i,j=1}^N \int_\Omega a_{ij} D_i u D_j v + \int_{\partial\Omega} \beta uv
$$

$$
= \int_\Omega \left( \sum_{i,j=1}^N a_{ij} D_i u u_j + \frac{\beta}{\gamma} u \right) v - \sum_{j=1}^N \int_\Omega D_j \left( \sum_{i=1}^N a_{ij} D_i u \right) v
$$

$$
= \int_\Omega \left( \frac{\partial u}{\partial \nu_L} + \frac{\beta}{\gamma} u \right) v + \int_\Omega Lu v.
$$

Since this holds in particular for $v \in C_c^\infty(\Omega)$, for which the boundary terms disappear, and since such functions are dense in $L^2(\Omega)$, we deduce that $f = Lu$. Since now the interior integrals cancel and since the traces of functions in $W^{1,2}(\Omega)$ are dense in $L^2(\partial\Omega)$, this implies that $g = \gamma \frac{\partial u}{\partial \nu_L} + \beta u$. Thus $Au = (Lu, \gamma \frac{\partial u}{\partial \nu_L} + \beta u)$.

**Definition 5.2.2.** We say that a continuous function $u$ from $[0, \infty)$ to $\mathcal{H}$ is a mild solution of (5.2.1) for some $u_0 \in \mathcal{H}$ if it is a mild solution of the abstract Cauchy problem

$$
\begin{cases}
\dot{u} = -Au(t), & t > 0, \\
u(0) = u_0
\end{cases}
$$

(5.2.2)

in the sense of Definition 2.7.4, i.e., $u(t) = T(t)u_0$ for the semigroup $(T(t))_{t \geq 0}$ generated by $-A$, see Theorem 2.7.5. We call $A$ the realization of $L$ in $L^2(\Omega)$ with Wentzell-Robin boundary conditions and $(T(t))_{t \geq 0}$ the corresponding Wentzell-Robin semigroup.

It follows from Theorem 2.7.5 that for every $u_0 \in \mathcal{H}$ problem (5.2.1) has a unique mild solution. Now if $U: [0, \infty) \to \mathcal{H}$ is a mild solution of (5.2.2), then $U$ is differentiable on $(0, \infty)$, $U(t) \in D(A) \subset \mathcal{V}$, and $U(t) = -AU(t)$ by Theorem 2.7.7. Thus $U(t) = (u(t), u(t)|_{\partial\Omega})$ for every $t > 0$ with some $u(t) \in W^{1,2}(\Omega)$, and

$$
(\dot{u}(t), \dot{u}(t)|_{\partial\Omega}) = \dot{U}(t) = -AU(t) = (-Lu(t), -\gamma \frac{\partial u(t)}{\partial \nu_L} - \beta u(t))
$$

for $t > 0$, i.e., $\dot{u}(t) = -Lu(t)$ and

$$
Lu(t)|_{\partial\Omega} = -\dot{u}(t)|_{\partial\Omega} = \gamma \frac{\partial u(t)}{\partial \nu_L} + \beta u(t).
$$
5.2 Linear equations with Wentzell-Robin boundary conditions

This means that $u$ satisfies (5.2.1) in a weak sense.

The following lemmata contain the only real differences to the Robin case. Again, it is in general non-trivial to show that the semigroup leaves the space of bounded functions invariant. This time, however, Daners’ strategy seems not to work. Thus we restrict ourselves to a special case, namely we assume the coefficients $b_j$ to be Lipschitz continuous. Even though this might not be a harsh restriction, it is somewhat unsatisfactory to introduce such a strange condition. It is of course motivated by the fact that under this hypothesis the Wentzell-Robin semigroup is contractive on the space of bounded functions, which is not true in general as we can see by taking the same coefficients as in Example 5.1.3.

Lemma 5.2.3. Assume that $b_j \in W^{1,\infty}(\Omega)$, $j = 1, \ldots, N$. Then there exists $\omega \in \mathbb{R}$ such that

$$
\|T(t)U\|_{L^\infty(\Omega) \oplus L^\infty(\partial \Omega)} \leq e^{\omega t} \|U\|_{L^\infty(\Omega) \oplus L^\infty(\partial \Omega)}
$$

for all $t \geq 0$ and all $U$ in $L^\infty(\Omega) \oplus L^\infty(\partial \Omega) \subset \mathcal{H}$, where this space is equipped with the norm

$$
\|(u,v)\|_{L^\infty(\Omega) \oplus L^\infty(\partial \Omega)} := \max\{\|u\|_{L^\infty(\Omega)}, \|v\|_{L^\infty(\partial \Omega)}\}.
$$

Proof. If we equip $\overline{\Omega}$ with the measure

$$
\mu(A) := \int_{\Omega} 1_{A \cap \Omega} + \int_{\partial \Omega} \frac{1_{A \cap \Omega}}{\gamma},
$$

then $L^2(\overline{\Omega}, \mu) = \mathcal{H}$ and $L^\infty(\overline{\Omega}, \mu) = L^\infty(\Omega) \oplus L^\infty(\partial \Omega)$.

By continuity of the trace operator, the operations $u \mapsto |u|$, $u \mapsto u^+$, $u \mapsto u \wedge 1$, and $u \mapsto \text{sgn}(u)$ are respected by the trace operator for every $u \in W^{1,2}(\Omega)$ since this is true for continuous functions. Thus, by Lemma 2.2.6, we obtain that for $U = (u, u|_{\partial \Omega}) \in \mathcal{V}$ we have

$$
(|u| \wedge 1) \text{sgn}(U) = \left((|u| \wedge 1) \text{sgn}(u), (|u|)_{\partial \Omega} \wedge 1 \text{sgn}(u|_{\partial \Omega})\right) \in \mathcal{V}.
$$

Since

$$
D_i\left((|u| \wedge 1) \text{sgn}(u)\right) = D_i u 1_{\{|u|<1\}} \quad \text{and} \quad D_j\left((|u| - 1)^+ \text{sgn}(u)\right) = D_j u 1_{\{|u|>1\}},
$$

by (2.2.1), we obtain that

$$
\mathfrak{a}\left((|U| \wedge 1) \text{sgn}(U), (|U| - 1)^+ \text{sgn}(U)\right) = \sum_{j=1}^N \int_{\Omega} b_j D_j\left((|u| - 1)^+ \text{sgn}(u)\right) + \int_{\Omega} d(|u| - 1)^+ + \int_{\partial \Omega} \frac{\beta}{\gamma} (|u| - 1)^+
$$
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for \( U = (u, u|_{\partial \Omega}) \in \mathcal{V} \). Now, by the divergence theorem,

\[
\sum_{j=1}^{N} \int_{\Omega} b_j D_j ((|u| - 1)^+ \text{sgn}(u)) = \sum_{j=1}^{N} \int_{\partial \Omega} b_j \nu_j (|u| - 1)^+ \text{sgn}(u) - \sum_{j=1}^{N} \int_{\Omega} D_j b_j (|u| - 1)^+ \text{sgn}(u).
\]

From these two identities and the fact that the coefficients and the functions \( D_j b_j \) are bounded, we obtain that there exists \( \omega \geq 0 \) such that

\[
|a ((|U| \wedge 1) \text{sgn}(U), (|U| - 1)^+ \text{sgn}(U))| \leq \omega \int_{\Omega} (|u| - 1)^+ + \omega \int_{\partial \Omega} (|u| - 1)^+ = \omega ((|U| \wedge 1) \text{sgn}(U) | (|U| - 1)^+ \text{sgn}(U))_H
\]

for all \( U = (u, u|_{\partial \Omega}) \in \mathcal{V} \). Thus the form \( a^\omega \) defined on \( \mathcal{V} \times \mathcal{V} \) by

\[
a^\omega(U, V) := a(U, V) + \omega (U \mid V)_H
\]

satisfies (2.7.5) for the measure space \((\Omega, \mu)\). By Corollary 2.7.10, since \( a^\omega \) is associated with the semigroup \((e^{-\omega t} T(t))_{t \geq 0}\), this proves the claim.

If we want to prove results about the Wentzell-Robin semigroup on the space of continuous functions, we have to embed \( C(\Omega) \) into \( \mathcal{H} \). The natural way to do this is to consider the isomorphic copy

\[
\mathcal{C} := \{(u, u|_{\partial \Omega}) : u \in C(\Omega)\}
\]

of \( C(\Omega) \) in \( \mathcal{H} \). The space \( \mathcal{C} \) is a closed subspace of \( L^\infty(\Omega) \oplus L^\infty(\partial \Omega) \) and carries the induced norm.

**Lemma 5.2.4.** The part \( A^c \) of \( A \) in \( \mathcal{C} \) is closed. Moreover, if \( \lambda + A \) is boundedly invertible for some \( \lambda \in \mathbb{R} \), then also \( \lambda + A^c \) is boundedly invertible, i.e., \( \phi(A) \subset \phi(A^c) \). In this case, \( \mathcal{C} \) is invariant under \( R(\lambda, -A) \), and \( R(\lambda, -A^c) = R(\lambda, -A)|_{\mathcal{C}} \). If \( b_j \) is in \( W^{1,\infty}(\Omega) \) for all \( j = 1, \ldots, N \) and if \( \lambda \) is sufficiently large, then \( \lambda + A^c \) is invertible and

\[
\|R(\lambda, -A^c)^{(n)}\| \leq \frac{n!}{(\lambda - \omega)^{n+1}}
\]

for all \( n \in \mathbb{N} \), where \( \omega \) as in Lemma 5.2.3.

**Proof.** The closedness follows as in Lemma 5.1.5. Let \( \lambda + A \) be invertible. Then \( \lambda + A^c \) is injective, too. Moreover, for given \( (f, f|_{\partial \Omega}) \in \mathcal{C} \), there exists \( (u, u|_{\partial \Omega}) \) in \( D(A) \) such that \( (\lambda + A)(u, u|_{\partial \Omega}) = (f, f|_{\partial \Omega}) \). Then \( u \) is a weak
solution in $W^{1,2}(\Omega)$ of

$$
\begin{aligned}
Lu + \lambda u &= f \quad \text{on } \Omega, \\
\frac{\partial u}{\partial \nu_L} + \frac{\beta}{\gamma} u + \frac{\lambda}{\gamma} u &= f \quad \text{on } \partial \Omega.
\end{aligned}
$$

Thus $u$ is continuous by Example 4.2.7, showing that $(u, u_{\partial \Omega}) \in D(A^c)$. Hence $\lambda + A^c$ is surjective and consequently invertible by the closed graph theorem.

The rest of the claim follows from Lemma 5.2.3 like in Lemma 5.1.5 it followed from Lemma 5.1.4.

**Lemma 5.2.5.** The operator $A^c$ is densely defined in $C^\infty$.

**Proof.** Since $C^\infty := \{(u, u_{\partial \Omega}) : u \in C^\infty(\Omega)\}$ is dense in $C^\infty$ by the Stone-Weierstrass theorem, it suffices to show that every $u \in C^\infty$ is in the closure of $D(A^c)$. Thus let $u \in C^\infty$ be arbitrary and fix $\varepsilon > 0$.

Pick $q > N$, let $\omega_0$ be as in Proposition 4.1.3, and fix $\omega > \omega_0$. Since $C^\infty$ is dense in $C^\infty$, there exists $h_0$ in $C^\infty(\Omega)$ such that

$$
g := \frac{h_0}_{|\partial \Omega} - \beta u - \omega u
$$

satisfies $\|g\|_{L^{q-1}(\partial \Omega)} < \varepsilon$. Since $C^\infty(\Omega)$ is dense in $L^q(\Omega)$, there exist $k_0, k_1, \ldots, k_N$ in $C^\infty_c(\Omega)$ such that

$$
f_0 := k_0 + h_0 - \sum_{i=1}^N c_i D_i u - du - \omega u \quad \text{and} \quad f_j := -k_j - \sum_{i=1}^N a_{ij} D_i u - b_j u
$$

satisfy $\|f_0\|_{L^{q/2}(\Omega)} < \varepsilon$ and $\|f_j\|_{L^q(\Omega)} < \varepsilon$. Now define

$$
\psi := k_0 + \sum_{j=1}^N D_j k_j + h_0.
$$

Let $v := -R(-\omega, A)(\psi, (\psi, \psi)_{\partial \Omega})$, i.e., $v$ is the unique weak solution of

$$
\begin{aligned}
Lv + \omega v &= \psi \quad \text{on } \Omega, \\
\frac{\partial v}{\partial \nu_L} + \frac{\beta}{\gamma} v + \frac{\omega}{\gamma} v &= \psi \quad \text{on } \partial \Omega
\end{aligned}
$$

which exists by Proposition 4.1.3. Then for every $(w, w_{\partial \Omega}) \in \mathcal{V}$ we obtain that

$$
a((v, v)_{\partial \Omega} - (u, u_{\partial \Omega}), (w, w_{\partial \Omega})) + \omega ((v, v)_{\partial \Omega} - (u, u_{\partial \Omega}))_{H} = \int_{\Omega} f_0 w + \int_{\Omega} f_j D_j w + \int_{\partial \Omega} g w,
$$
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i.e., weakly we have that

\[
\begin{align*}
L(v - u) + \omega(v - u) &= f_0 - \sum_{j=1}^{N} D_j f_j \quad \text{on } \Omega, \\
\partial_{\nu_L}(v - u) + \beta + \omega \gamma (v - u) &= g + \sum_{j=1}^{N} f_j \nu_j \quad \text{on } \partial \Omega.
\end{align*}
\]

(5.2.3)

Since by Example 4.2.7 the solution operator maps appropriate right-hand-side spaces into $C^{0,\alpha}(\Omega)$, $\alpha \in (0, 1)$, and thus in particular into $C(\overline{\Omega})$, the closed graph theorem asserts that the solution operator is bounded between these spaces. Since the right hand side of (5.2.3) is small by construction, we can conclude that

\[
\| (u, u|_{\partial \Omega}) - (v, v|_{\partial \Omega}) \|_{\mathcal{E}} = \| u - v \|_{L^\infty(\Omega)} \leq c \varepsilon
\]

for a constant $c$ that does not depend on $\varepsilon$, $u$, or $v$. Since

\[
(v, v|_{\partial \Omega}) \in D(A + \omega) = D(A)
\]

by definition, letting $\varepsilon$ tend to zero we find a family of functions in $D(A)$ converging to $(u, u|_{\partial \Omega})$ in the norm of $\mathcal{E}$, which proves the claim.

Theorem 5.2.6. Problem 5.2.1 is well-posed on $C(\Omega)$, meaning that the operator $-A^c$ defined in Lemma 5.2.4 generates a $C_0$-semigroup on the isometric copy $\mathcal{E}$ of $C(\overline{\Omega})$ in $\mathcal{H}$. Thus for $u_0 \in C(\overline{\Omega})$ the unique mild solution $U: [0, \infty) \to \mathcal{H}$ of (5.2.1) is of the form $U(t) = (u(t), u(t)|_{\partial \Omega})$, where $u$ is continuous as a function from $[0, \infty)$ to $C(\overline{\Omega})$. In other words, we can choose representatives of $u(t)$, $t \geq 0$, in such a way that $(t, x) \mapsto u(t)(x)$ is continuous on $[0, \infty) \times \Omega$.

Proof. Since by Lemmata 5.2.4 and 5.2.5 the operator $-A^c$ satisfies the assumptions of Theorem 2.7.2, this operator generates a $C_0$-semigroup $(T^c(t))_{t \geq 0}$ on $\mathcal{E}$. Since semigroups can be expressed in terms of their generators via (2.7.3) and since the resolvents of $A^c$ and $A$ coincide on $\mathcal{E}$, $T^c(t)$ is the restriction of $T(t)$ to $\mathcal{E}$. Thus the mild solution

\[
U(t) = T(t)(u_0, u_0|_{\partial \Omega}) = T^c(t)(u_0, u_0|_{\partial \Omega})
\]

of (5.2.1) is continuous with values in $\mathcal{E}$, i.e., $U(t) = (u(t), u(t)|_{\partial \Omega})$ with $u$ being continuous with values in $C(\overline{\Omega})$.

In the comments preceding Lemma 5.2.3 we have seen that one cannot expect the Wentzell-Robin semigroup to be quasi-contractive in $L^\infty(\Omega) \oplus L^\infty(\partial \Omega)$ unless the coefficients $b_j$ are Lipschitz continuous. On the other hand, it can be shown by direct methods that the semigroup is quasi-contractive in $L^p(\Omega) \oplus L^p(\partial \Omega)$ for every $p \in (1, \infty)$.
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without additional assumptions on \(b_j\), where

\[
\| (u, v) \|_{H^p(\Omega) \oplus L^p(\partial \Omega)} := \left( \| u \|_{H^p(\Omega)}^p + \| v \|_{L^p(\partial \Omega)}^p \right)^{1/p}.
\]

This result can also be deduced from the corresponding assertion for the Robin semigroup by an elegant argument. It is particularly striking that Theorem 2.7.9 can be applied without having an explicit description of the orthogonal projection that appears in the conditions.

**Theorem 5.2.7.** For every \(p \in (1, \infty)\) there exists \(\omega \in \mathbb{R}\) such that

\[
\| T(t) U \|_{L^p} \leq e^{\omega t} \| U \|_{L^p},
\]

holds for all \(U \in L^p := L^p(\Omega) \oplus_p L^p(\partial \Omega, \frac{d\sigma}{\gamma})\).

**Proof.** We consider the spaces that occur here as \(L^p\)-spaces over the measure space \((\Omega, \mu)\) defined in the proof of Lemma 5.2.3.

Let at first \(p \in [2, \infty)\), and let \(C\) denote the unit ball in \(L^p\). Then \(C\) is a convex, closed subset of \(H\) by Lemma 2.4.2. We denote by \(P_C\) the orthogonal projection of \(H\) onto \(C\).

By Theorem 2.6.8, the space \(L^p = L^p(\Omega, \mu)\) is a real interpolation space between \(H\) and \(L^\infty(\Omega, \mu)\). Thus, by Corollary 2.6.11, if (5.2.4) is fulfilled for \(p = 2\) and \(p = \infty\), then also for every other \(p\) in-between. For \(p = 2\), estimate (5.2.4) is always satisfied, compare Remark 2.7.8. For \(p = \infty\) the claim is satisfied at least if the functions \(b_j\) are Lipschitz continuous, see Lemma 5.2.3. Thus there exists a Wentzell-Robin semigroup \((S(t))_{t \geq 0}\) and \(\omega_S \in \mathbb{R}\) such that

\[
\| S(t) U \|_{L^p(\Omega) \oplus_p L^p(\partial \Omega)} \leq e^{\omega_S t} \| U \|_{L^p(\Omega) \oplus_p L^p(\partial \Omega)},
\]

for all \(U \in L^p\), i.e., such that \((e^{-\omega_S t} S(t))_{t \geq 0}\) leaves \(C\) invariant. Thus it follows from Theorem 2.7.9 that

\[
P_C V \subset V.
\]

Now let \((T(t))_{t \geq 0}\) be an arbitrary Wentzell-Robin semigroup with associated form \(a_W\) defined on \(V \times V\). We write \((R(t))_{t \geq 0}\) for the Robin semigroup that comes from the form

\[
a_R(u, v) := a_W((u, u|_{\partial \Omega}), (v, v|_{\partial \Omega}))
\]

defined on \(W^{1,2}(\Omega) \times W^{1,2}(\Omega)\). By a result due to Daners [Dan00a, Theorem 5.1], there exists \(\omega \geq 0\) such that \((e^{-\omega t} R(t))_{t \geq 0}\) leaves the unit ball \(B\) of \(L^p(\Omega)\) invariant. Thus by Theorem 2.7.9,

\[
a_R(P_B u, u - P_B u) + \omega (P_B u \mid u - P_B u)_{L^2(\Omega)} \geq 0 \text{ for all } u \in W^{1,2}(\Omega),
\]

holds for all \(u \in L^p(\Omega) \oplus_p L^p(\partial \Omega)\).
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where \( P_B \) denotes the orthogonal projection in \( L^2(\Omega) \) onto \( B \). Since obviously
\[
P_C(u, v) = (P_B u, P_B v)
\]
for all \((u, v) \in \mathcal{H}\) with \( P_B' \) being the orthogonal projection in \( L^2(\partial \Omega, \frac{d\sigma}{\gamma}) \) onto the unit ball \( B' \) of \( L^p(\partial \Omega, d\sigma \gamma) \), we can deduce from (5.2.5) that
\[
P_C(u, u|_{\partial \Omega}) = (P_B u, (P_B u)|_{\partial \Omega}) \quad \text{for all } u \in W^{1,2}(\Omega). \tag{5.2.8}
\]
Combining (5.2.6), (5.2.7), and (5.2.8), we see that
\[
a_W(P_C U, U - P_C U) + \omega(P_C U | U - P_C U)_H \geq \omega(P_B' v | v - P_B' v)_{L^2(\partial \Omega, d\sigma \gamma)} \geq 0
\tag{5.2.9}
\]
for all \( U = (u, v) \in V \), the last expression being non-negative since \( P_B' \) is an orthogonal projection and \( 0 \in B' \). From (5.2.5) and (5.2.9) it follows by Theorem 2.7.9 that \( e^{-\omega t} T(t) \) leaves \( C \) invariant, which is precisely (5.2.4).

Applying the result for \( p \geq 2 \) to the adjoint equation, we obtain that (5.2.4) remains true if instead of \( p \in [2, \infty) \) we require \( p' \in [2, \infty) \), i.e., if \( p \in (1, 2] \).

5.3 Nonlinear equations with Robin boundary conditions

The nonlinear situation is more difficult than the linear one, which is why we restrict ourselves to only two special situations, namely our model cases from the previous chapters. We treat a class of Robin boundary conditions that admit Neumann boundary conditions as a special case. The same techniques would allow to handle similar operators and to admit variable coefficients or (monotone) lower order terms, but this would make the arguments more cumbersome.

On a bounded Lipschitz domain \( \Omega \subset \mathbb{R}^N \), we investigate the parabolic equations
\[
\begin{aligned}
\dot{u}(t, x) - \Delta_m u(t, x) &= 0, \quad t > 0, x \in \Omega, \\
|\nabla u(t, z)|^{m-2} \frac{\partial u}{\partial \nu}(t, z) + h(u(t, z)) &= 0, \quad t > 0, z \in \partial \Omega, \\
u(0, x) &= u_0(x), \quad x \in \Omega,
\end{aligned}
\]
where \( \Delta_m := \text{div}(|\nabla u|^{m-2} \nabla u) \) is the \( m \)-Laplace operator, and
\[
\begin{aligned}
\dot{u}(t, x) - \text{div}(1 + \arctan(|\nabla u(t, x)|^2)) \nabla u(t, x) &= 0, \quad t > 0, x \in \Omega, \\
(1 + \arctan(|\nabla u(t, z)|^2)) \frac{\partial u}{\partial \nu}(t, z) + h(u(t, z)) &= 0, \quad t > 0, z \in \partial \Omega, \\
u(0, x) &= u_0(x), \quad x \in \Omega.
\end{aligned}
\]
To be able to work with both problems at once, we notice that both problems are of the form
\[
\begin{aligned}
\dot{u}(t, x) - \text{div}\left(w(|\nabla u(t, x)|^2) \nabla u(t, x)\right) &= 0, & t > 0, x \in \Omega, \\
w(|\nabla u(t, z)|^2) \frac{\partial u}{\partial \nu}(t, z) + h(u(t, z)) &= 0, & t > 0, z \in \partial \Omega, \\
\end{aligned}
\]
for some function \(w\). In addition, we impose some conditions onto \(h\). For easier reference, we collect the assumptions.

**Assumption 5.3.1.** Let \(\Omega \subset \mathbb{R}^N\) be a bounded Lipschitz domain. Let \(w: (0, \infty) \to (0, \infty)\) be either \(w(x) = x^{(m-2)/2}\) for some \(m \in (1, N)\) or \(w(x) = 1 + \arctan(x)\). If in the first case we have \(m < 2\), then in addition we assume that (4.2.12) holds, i.e., that \(m\) is large enough such that Theorem 4.2.14 applies. In the second case we assume \(N \geq 3\) and set \(m := 2\). Let \(h: \mathbb{R} \to \mathbb{R}\) be continuous and non-decreasing. Assume moreover that there exists \(c \geq 0\) such that
\[
h(x) \leq c|x|^{m-1}
\]
for all \(x \in \mathbb{R}\).

As in the linear case, the goal is to show that (5.3.1) admits a unique solution in a sufficiently weak sense and that this solution is jointly continuous in time and space up to the boundary of \([0, \infty) \times \overline{\Omega}\). In other words, we show that the elliptic operator generates consistent nonlinear contraction \(C_0\)-semigroups on \(L^2(\Omega)\) and \(C(\Omega)\).

We start by showing that (5.3.1) is governed by a nonlinear contraction \(C_0\)-semigroup on \(L^2(\Omega)\) whose generator is a subdifferential.

**Lemma 5.3.2.** Under Assumption 5.3.1, define
\[
\begin{align*}
W(x) &:= \int_0^x w(t) \, dt \text{ for } x \geq 0, \\
H(x) &:= \int_0^x h(t) \, dt \text{ for } x \in \mathbb{R}, \text{ and} \\
\varphi(u) &:= \begin{cases} 
\frac{1}{2} \int_{\Omega} W(|\nabla u|^2) + \int_{\partial \Omega} H(u), & u \in W^{1,m}(\Omega) \cap L^2(\Omega), \\
\infty, & u \in L^2(\Omega) \setminus W^{1,m}(\Omega).
\end{cases}
\end{align*}
\]
Then \(\varphi: L^2(\Omega) \to (-\infty, \infty]\) is proper, convex, and lower semicontinuous. Moreover, for \(u\) and \(f\) in \(L^2(\Omega)\) the following assertions are equivalent:

(i) \(u \in D(\partial \varphi)\) and \(f \in \partial \varphi(u)\).
(ii) $u$ is a weak solution in $W^{1,m}(\Omega)$ of
\[
\begin{cases}
-\text{div}(w(|\nabla u|^2)\nabla u) = f & \text{on } \Omega \\
w(|\nabla u|^2)\frac{\partial u}{\partial \nu} + h(u) = 0 & \text{on } \partial \Omega.
\end{cases}
\tag{5.3.3}
\]

In particular, the subdifferential $\partial \varphi$ of $\varphi$ is single-valued.

Proof. Let $V := W^{1,m}(\Omega) \cap L^2(\Omega)$ be equipped with the norm
\[
\|u\|_V := \|u\|_{L^2(\Omega)} + \|\nabla u\|_{L^m(\Omega)^N}.
\]
Then $V$ is a reflexive Banach space. In fact, $V$ can be regarded as a closed subspace of $L^2(\Omega) \oplus L^m(\Omega)^N$.

We split $\varphi$ into its two parts $\varphi_1$ and $\varphi_2$ and study these parts on $V$. We start, however, with $\psi_1(u) := \frac{1}{2} \int_\Omega W(|u|^2)$ regarded as a functional $\psi_1 : L^m(\Omega)^N \to (-\infty, \infty]$. Here we equip $L^m(\Omega)^N$ with the norm $\|u\|_{L^m(\Omega)^N} = \left(\int_\Omega |u|^m\right)^{1/m}$, where $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^N$. Since $\frac{d}{dx} \frac{1}{2} W(x^2) = w(x^2)x$ is non-decreasing, $x \mapsto W(x^2)$ and hence $\psi_1$ is convex. As in the proof of Lemma 2.4.3 one can show that $v \mapsto W(|v|^2)$ is continuous from $L^m(\Omega)$ to $L^1(\Omega)$ and $u \mapsto |u|$ is continuous from $L^m(\Omega)^N$ to $L^m(\Omega)$. Hence $\psi_1 : L^m(\Omega)^N \to [0, \infty)$ is continuous.

We show that $\psi_1$ is Gâteaux-differentiable at every point $u \in L^m(\Omega)^N$ with Gâteaux derivative
\[
\langle \psi_1'(u), v \rangle_{L^m(\Omega)^N, L^m(\Omega)^N} = \int_\Omega w(|u|^2)u \cdot v.
\tag{5.3.4}
\]
for $v \in L^m(\Omega)^N$. To see this, note that by applying the mean value theorem we obtain that
\[
\frac{\psi_1(u + tv) - \psi_1(u)}{t} - \int_\Omega w(|u|^2)u \cdot v = \int_\Omega \left( w(|u + \xi v|^2)(u + \xi v) \cdot v - w(|u|^2)u \cdot v \right)
\]
with $\xi \in (0, t)$ depending on $u$, $v$, $t$, and the integration variable. The integrand of the right hand side tends to zero pointwise as $t \to 0$. Since for both choices of $w$ that we allowed in Assumption 5.3.1 we can majorize the integrand, Lebesgue’s dominated convergence theorem yields that the integral tends to zero as $t \to 0$. We have thus shown (5.3.4).

Now consider the bounded linear operator $D : V \to L^m(\Omega)^N$, $v \mapsto \nabla v$. Define $\varphi_1 := \psi_1 \circ D$. Then $\varphi_1 : V \to [0, \infty)$ is proper, convex, continuous, and Gâteaux differentiable.
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More precisely, the Gâteaux derivative of \( \varphi_1 \) is given by

\[
\langle \varphi_1'(u), v \rangle_{V', V} = \langle \psi_1'(Du), Dv \rangle_{L^\infty(\Omega)^N, L^\infty(\Omega)^N} = \int_\Omega w(|\nabla u|^2) \nabla u \cdot \nabla v
\]

for \( u \) and \( v \) in \( V \).

Now define

\[
\psi_2(u) := \int_{\partial \Omega} H(u)
\]

for \( u \in L^m(\partial \Omega) \). Note that this expression is well-defined since from (5.3.2) we obtain that \(|H(x)| \leq \frac{c_m}{m}|x|^m\) for all \( x \in \mathbb{R} \). Since \( H \) is convex and continuous, the functional \( \psi_2 \) is convex and continuous, see again the proof of Lemma 2.4.3. Moreover, again applying Lebesgue's dominated convergence theorem with a majorizing function obtained from (5.3.2) we see that \( \psi_2 \) is Gâteaux differentiable with derivative

\[
\langle \psi_2'(u), v \rangle_{L^m(\partial \Omega), L^m'(\Omega)} = \int_{\partial \Omega} h(u)v.
\]

Let \( T \) denote the trace operator \( T: V \to L^m(\Omega), v \mapsto v|_{\partial \Omega} \). Then \( \varphi_2 := \psi_2 \circ T \) is proper, convex, continuous, and Gâteaux differentiable with derivative

\[
\langle \varphi_2'(u), v \rangle_{V', V} = \int_{\partial \Omega} h(u)v.
\]

Thus \( \varphi_1 + \varphi_2 \) is proper, convex, continuous, and Gâteaux differentiable on \( V \) with derivative

\[
\langle (\varphi_1 + \varphi_2)'(u), v \rangle_{V', V} = \int_{\Omega} w(|\nabla u|^2) \nabla u \cdot \nabla v + \int_{\partial \Omega} h(u)v.
\]

Hence by Lemma 2.8.9 the functional \( \varphi \) is proper, convex, and lower semicontinuous, \( \partial \varphi \) is single-valued, and \( f \in \partial \varphi(u) \) if and only if

\[
\int_{\Omega} w(|\nabla u|^2) \nabla u \nabla v + \int_{\partial \Omega} h(u)v = \int_{\Omega} fv
\]

for all \( v \in V \), i.e., since \( V \) is dense in \( C^\infty(\overline{\Omega}) \) if and only if \( u \in L^2(\Omega) \) is a weak solution in \( W^{1,m}(\Omega) \) of (5.3.3).

The previous lemma justifies the following definition.

**Definition 5.3.3.** Under Assumption 5.3.1, let \( \varphi \) be as in Lemma 5.3.2 and define \( A := \partial \varphi \). We call a continuous function \( u: [0, \infty) \to L^2(\Omega) \) a **mild solution** of (5.3.1) for the initial value \( u_0 \in L^2(\Omega) \) if \( u(0) = u_0 \) and \( u \) is a mild solution of \( u'(t) + Au(t) = 0 \) in the sense of Definition 2.8.5.
In fact, if $u$ is mild solution of (5.3.1), then by Theorem 2.8.10 we have $u(t) \in D(A)$ for all $t > 0$, implying that $u(t)$ solves (5.3.3) for $f = Au(t) \in L^2(\Omega)$. So $u(t)$ satisfies the Robin boundary conditions in a weak sense.

Since $\text{dom}(\varphi) = W^{1,m}(\Omega) \cap L^2(\Omega)$ is dense in $L^2(\Omega)$, the following is an immediate consequence of Lemma 2.8.8 and Theorem 2.8.10.

**Theorem 5.3.4.** Under Assumption 5.3.1, for every $u_0 \in L^2(\Omega)$ there exists a mild solution of (5.3.1). Thus (5.3.1) is governed by a nonlinear contraction $C_0$-semigroup $(T(t))_{t \geq 0}$ on $L^2(\Omega)$.

The next step is to extrapolate the semigroup $(T(t))_{t \geq 0}$ of Theorem 5.3.4 to $L^\infty(\Omega)$.

**Lemma 5.3.5.** Let $\lambda > 0$ be arbitrary, and let $H : \mathbb{R} \to \mathbb{R}$ be convex. Then

$$H\left(\frac{1}{2}(x + y + \lambda)\right) + H\left(\frac{1}{2}(x + y - \lambda)\right) \leq H(x) + H(y)$$

for all $x, y \in \mathbb{R}$ satisfying $|x - y| \geq \lambda$.

**Proof.** Since $H$ is convex, there exists a non-decreasing function $h : \mathbb{R} \to \mathbb{R}$ such that $H(x) = H(0) + \int_0^x h(t) \, dt$ for all $x \in \mathbb{R}$, confer for example [RV73, Section 11]. Now let $x, y \in \mathbb{R}$ be such that $|x - y| \geq \lambda$. Without loss of generality we may assume that $y \geq x + \lambda$, interchanging the roles of $x$ and $y$ otherwise. Define $\beta := \frac{1}{2}(y - x - \lambda) \geq 0$. Then

$$H(x) + H(y) - H\left(\frac{1}{2}(x + y + \lambda)\right) - H\left(\frac{1}{2}(x + y - \lambda)\right)$$

$$= (H(y) - H(y - \beta)) - (H(x + \beta) - H(x)) = \int_{y - \beta}^y h(t) \, dt - \int_{x - \beta}^{x + \beta} h(t) \, dt$$

$$= \int_x^{x + \beta} (h(t + y - \beta - x) - h(t)) \, dt \geq 0$$

since $\beta \leq y - x$, i.e., $t + y - \beta - x \geq t$, and $h$ is non-decreasing. \[Q.E.D.\]

**Theorem 5.3.6.** Under Assumption 5.3.1, the semigroup $(T(t))_{t \geq 0}$ of Theorem 5.3.4 is non-expansive on $L^\infty(\Omega)$.

**Proof.** We check the first condition in Theorem 2.8.11 for the functionals

$$\varphi_1(u) := \frac{1}{2} \int_\Omega W(|\nabla u|^2)$$

and

$$\varphi_2(u) := \int_{\partial \Omega} H(u)$$

on $L^2(\Omega)$, where we let $\varphi_1(u) := \infty$ and $\varphi_2(u) := \infty$ for $u \not\in W^{1,m}(\Omega)$. Here $W$ and $H$ are defined as in Lemma 5.3.2.
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5.3 Nonlinear equations with Robin boundary conditions

Let $\lambda > 0$. Since the operator $P_\lambda$ in Theorem 2.8.11 is in fact of the form

$$P_\lambda(u, v)(x) = p_\lambda(u(x), v(x))$$

with a Lipschitz continuous mapping $p_\lambda: \mathbb{R}^2 \to \mathbb{R}^2$, the space $W^{1,m}(\Omega) \cap L^2(\Omega)$ is invariant under $P_\lambda$ by Lemma 2.2.6.

Moreover, by (2.2.1) we obtain for $(f, g) = P_\lambda(u, v)$ that

$$\nabla f = \nabla u \mathbb{1}_{\{|u-v| \leq \lambda\}} + \frac{1}{2}(\nabla u + \nabla v) \mathbb{1}_{\{|u-v| > \lambda\}}$$

and

$$\nabla g = \nabla v \mathbb{1}_{\{|u-v| \leq \lambda\}} + \frac{1}{2}(\nabla u + \nabla v) \mathbb{1}_{\{|u-v| > \lambda\}}.$$  \hspace{1cm} (5.3.5)

Since $x \mapsto W(x^2)$, where $W$ is defined as in Lemma 5.3.2, is convex and increasing, we have

$$\int_{\{|u-v| > \lambda\}} W\left(\frac{1}{2}|\nabla u| + \frac{1}{2}|\nabla v| \right) \leq \int_{\{|u-v| > \lambda\}} \frac{1}{2} W(|\nabla u|) + \frac{1}{2} \int_{\{|u-v| > \lambda\}} W(|\nabla v|).$$

Combining the latter estimate with (5.3.5) and (5.3.6) we see that

$$\varphi_1^{(2)}(f, g) \leq \varphi_1^{(2)}(u, v).$$  \hspace{1cm} (5.3.7)

It is a direct consequence of Lemma 5.3.5 that

$$\int_{\partial \Omega \cap \{|u-v| > \lambda\}} \left( H\left(\frac{1}{2}(u + v + \lambda)\right) + H\left(\frac{1}{2}(u + v - \lambda)\right) \right) \leq \int_{\partial \Omega \cap \{|u-v| > \lambda\}} \left( H(u) + H(v) \right).$$

Hence

$$\varphi_2^{(2)}(f, g) \leq \varphi_2^{(2)}(u, v).$$  \hspace{1cm} (5.3.8)

It follows from (5.3.7) and (5.3.8) that the first assertion of Theorem 2.8.11 is satisfied for the functional $\varphi$ of Lemma 5.3.2. This proves that $(T(t))_{t \geq 0}$ is non-expansive on $L^\infty(\Omega)$.

It is easy to deduce from Theorem 5.3.6 that the generator is $m$-accretive on $C(\overline{\Omega})$.

**Theorem 5.3.7.** Under Assumption 5.3.1, let $(T(t))_{t \geq 0}$ be the semigroup of Theorem 5.3.4 and $A$ be its generator. Then the part $A^c$ of $A$ in $C(\overline{\Omega})$, i.e.,

$$D(A^c) := \{u \in C(\overline{\Omega}) : Au \in C(\overline{\Omega})\}, \quad A^c u := Au,$$

is $m$-accretive on $C(\overline{\Omega})$. 
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5 Parabolic equations

Proof. It follows from Theorems 5.3.6 and 2.8.11 that
\[ \|u_1 - u_2\|_{L^\infty(\Omega)} \leq \|(u_1 + \alpha Au_1) - (u_2 + \alpha Au_2)\|_{L^\infty(\Omega)} \]
for all \(\alpha > 0\) and all \(u_1, u_2 \in D(A) \supset D(A^c)\). Thus \(A^c\) is accretive on \(C(\overline{\Omega})\).

It remains to show that \(I + \alpha A^c : C(\overline{\Omega}) \to C(\overline{\Omega})\) is surjective for some \(\alpha > 0\). Since \(A\) is m-accretive on \(L^2(\Omega)\), for every \(f \in C(\overline{\Omega}) \subset L^2(\Omega)\) there exists \(u \in D(A)\) such that \(Au = f\). By Lemma 5.3.2 this implies that \(u\) is a weak solution of (5.3.3), hence \(u \in C(\overline{\Omega})\) by Example 4.2.9, 4.2.10, or 4.2.16, respectively. Thus \(u \in D(A^c)\) and \(A^c u = f\), by which we have proved that \(A^c\) is m-accretive on \(C(\overline{\Omega})\). \(\square\)

Now we know from Theorems 5.3.7 and 2.8.6 that \(A^c\) generates a semigroup on \(\overline{D(A^c)}\). We show that in fact \(\overline{D(A^c)} = C(\overline{\Omega})\).

**Lemma 5.3.8.** Under Assumption 5.3.1, the operator \(A^c\) of Theorem 5.3.7 is densely defined on \(C(\overline{\Omega})\).

Proof. For \(\omega \geq 0\), define \(A_\omega : V \to V', V := W^{1,m}(\Omega) \cap L^2(\Omega), \) by
\[ \langle A_\omega u, v \rangle := \int_\Omega w(|\nabla u|^2)\nabla u \nabla v + \omega \int_\Omega |u|^{m-2}uv + \int_{\partial \Omega} h(u)v \] (5.3.9)
for \(v \in V\). Then the part \(A^c_\omega\) of \(A_\omega\) in \(C(\overline{\Omega})\) has domain \(D(A^c_\omega) = D(A^c)\). Thus it suffices to show that there exists \(\omega \geq 0\) such that \(A^c_\omega\) is densely defined.

First assume \(h = 0\), i.e., Neumann boundary conditions. Let \(\omega > 0\). If \(q \in (1, \infty)\) is large enough, then for \(f_0 \in L^q(\Omega)\) and \(f_j \in L^q(\Omega)\) there exists a unique solution \(u \in V\) of
\[ \begin{aligned} -\text{div}(w(|\nabla u|^2)\nabla u) + \omega |u|^{m-2}u &= f_0 - \sum_{j=1}^N D_j f_j &\text{on } \Omega, \\
 (|\nabla u|^2) \frac{\partial u}{\partial \nu} &= \sum_{j=1}^N f_j \nu_j &\text{on } \partial \Omega, \end{aligned} \] (5.3.10)
see Examples 3.2.9 and 3.2.10. Moreover, if \(q\) is large enough, then even \(u \in C^{0,\alpha}(\Omega)\) and the Hölder norm of \(u\) can be bounded in terms of the norms of \(f_0\) and \(f_j\) in \(L^q(\Omega)\) by Corollary 3.1.6. Moreover, \(u\) depends continuously in \(W^{1,m}(\Omega)\) on \(f_0\) and \(f_j\) in \(L^q(\Omega)\) as seen in Examples 3.3.7, 3.3.20, and 3.3.23. Now the same argument as in Corollary 3.3.19 shows that \(u\) depends continuously in \(C(\overline{\Omega})\) on \(f_0\) and \(f_j\) in \(L^q(\Omega)\).

In the general situation, i.e., \(h \neq 0\), essentially the same reasoning goes through. In fact, existence of unique solutions for \(\omega > 0\) is shown as in Theorem 4.1.1. Continuous dependence in \(W^{1,m}(\Omega)\) follows by the same arguments as for Neumann boundary conditions since the boundary term involving \(h\) again induces a monotone operator by monotonicity of \(h\). Finally, the bound in \(C^{0,\alpha}(\Omega)\) can be carried through the bootstrapping argument in Theorem 4.2.5. Thus also in this situation we have continuous dependence in \(C(\overline{\Omega})\) as the functions on the right hand side vary in \(L^q(\Omega)\).
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Now let \( u \in C^\infty(\Omega) \) be given. Then \( A_{\omega}u \in W^{1,m}(\Omega)' \). The functions \( w(|\nabla u|^2)\nabla u \) and \( h(u) \) are bounded, hence \( A_{\omega}u \in W^{1,1}(\Omega)' \). Thus, as in Theorem 2.4.4, there exist \( f_0 \) and \( f_j \) in \( L^\infty(\Omega) \) such that

\[
\langle A_{\omega}u, v \rangle = \int_{\Omega} f_0 v + \sum_{j=1}^{N} \int_{\Omega} f_j D_j v
\]

for all \( v \in W^{1,m}(\Omega) \), i.e., \( u \) solves (5.3.10) for this right hand side. Pick functions \( f^n_0 \) and \( f^n_j \) in \( C^\infty(\Omega) \) such that \( f^n_0 \rightarrow f_0 \) and \( f^n_j \rightarrow f_j \) in \( L^q(\Omega) \) for some \( q \in (q_0, \infty) \). Let \( u^n \) denote the weak solution in \( W^{1,m}(\Omega) \) of (5.3.10) for these right hand sides. Then \( u^n \in D(A_{\omega}) \). Moreover, by continuity of the solution operator, \( u^n \rightarrow u \) in \( C(\Omega) \), hence \( u \in D(A_{\omega}) \).

We have shown that \( C^\infty(\Omega) \subset D(A_{\omega}) \). Since \( C^\infty(\Omega) \) is dense in \( C(\Omega) \) by the Stone-Weierstrass theorem, this implies that \( D(A_{\omega}) = D(A_{\omega}) \) is dense in \( C(\Omega) \).

The final step is to show that the semigroup generated by \( A_{\omega} \) is the restriction of \((T(t))_{t \geq 0}\) to \( C(\Omega) \). However, this is trivial since every mild solution of \( u'(t) + A_{\omega}u(t) = 0 \) on \( C(\Omega) \) is a mild solution of \( u'(t) + Au(t) = 0 \) on \( L^2(\Omega) \), see for example [Sho97, Proposition IV.8.1]. We have proved the following theorem.

**Theorem 5.3.9.** Under Assumption 5.3.1, the semigroup \((T(t))_{t \geq 0}\) on \( L^2(\Omega) \) with generator \( A \) that we introduced in Theorem 5.3.4 restricts to a nonlinear contraction \( C_0 \)-semigroup on \( C(\Omega) \) in the sense of Definition 2.8.1. Its generator in the sense of Definition 2.8.5 is the part of \( A \) in \( C(\Omega) \). Thus for \( u_0 \in C(\Omega) \) the unique mild solution of (5.3.1) is in \( C([0, \infty); C(\Omega)) \), thus jointly continuous in time and space.

**Remark 5.3.10.** An analogous result is true for the parabolic problem with Wentzell-Robin boundary conditions. In fact, the transition from Robin to Wentzell-Robin boundary conditions can be carried out in the same manner as in Section 5.2.
Bibliography


Bibliography


[DKM07] F. Duzaar, J. Kristensen, and G. Mingione, The existence of regular bound-

[DM09] F. Duzaar and G. Mingione, Partial differential equations—gradient esti-


[Fed69] H. Federer, Geometric measure theory, Die Grundlehren der mathematisch-


[Gol35] M. Golomb, Zur Theorie der nichtlinearen Integralgleichungen, Integral-


Bibliography


Bibliography


Zusammenfassung

Das Ziel der vorliegenden Arbeit ist die Untersuchung elliptischer und parabolischer quasilinearer Gleichungen in Divergenzform mit Robin-Randbedingungen auf Lipschitzgebieten. Hierbei liegt der Schwerpunkt auf der Regularität der Lösungen, wobei aber als Hilfsmittel auch Existenz, Eindeutigkeit und stetige Abhängigkeit von den Daten untersucht werden müssen.

Nach einer ausführlichen Einleitung in Kapitel 1 und Bereitstellung der Grundlagen in Kapitel 2 beginnen wir in Kapitel 3 mit der Untersuchung von elliptischen Problemen mit Neumann-Randbedingungen, wobei uns

\[
\begin{align*}
\omega |u|^{m-2} u - \Delta_m u &= f \quad \text{auf } \Omega, \\
|\nabla u|^{m-2} \frac{\partial u}{\partial \nu} &= g \quad \text{auf } \partial \Omega,
\end{align*}
\]

mit \(\omega > 0\) als Musterbeispiel dient. Um zu zeigen, dass jede Lösung dieser Gleichung bereits Hölder-stetig bis zum Rand von \(\Omega\) ist, sofern die Funktionen \(f\) und \(g\) hinreichend glatt sind, verwenden wir den folgenden Trick: Sei \(u\) eine Lösung der Gleichung. Dann löst die Funktion \(\tilde{u}\), die durch Spiegelung von \(u\) entlang des Graphen von \(\Omega\) entsteht, ebenfalls eine elliptische Gleichung auf einem etwas größeren Gebiet, das \(\Omega\) enthält. Auch wenn die Koeffizienten der neuen Gleichung nicht mehr stetig sind, können wir in dieser Situation Resultate über innere Regularität anwenden, um zu schlussfolgern, dass \(\tilde{u}\) lokal Hölder-stetig ist. Daraus folgt natürlich die Hölder-Stetigkeit von \(u\) auf \(\Omega\).


Diese Vorbereitungen zum Neumann-Problem erlauben es uns, in Kapitel 4 die gleiche Regularitätsfrage auch für Robin-Randbedingungen zu beantworten, also beispielsweise für die Gleichung

\[
\begin{align*}
\omega |u|^{m-2} u - \Delta_m u &= f \quad \text{auf } \Omega, \\
|\nabla u|^{m-2} \frac{\partial u}{\partial \nu} + \beta |u|^{m-2} u &= g \quad \text{auf } \partial \Omega
\end{align*}
\]

mit \(\beta > 0\). Die Idee hierbei ist, den Robin-Term als Teil der rechten Seite aufzufassen. Man muss hierfür natürlich nachweisen, dass die Funktion \(\beta |u|^{m-2} u\) hinreichend glatt ist. Unter Verwendung der Information, dass die Lösung des zugehörigen Neumann-Problems eindeutig ist und stetig von \(f\) und \(g\) abhängt, können wir die benötigte Regularität von \(\beta |u|^{m-2} u\) durch ein Iterationsverfahren beweisen.
In Kapitel 5 behandeln wir schließlich parabolische Probleme, also beispielsweise das Neumann-Problem
\[
\begin{aligned}
&\dot{u}(t) = \Delta_m u(t) \quad \text{auf } \Omega, \\
&|\nabla u(t)|^{m-2} \frac{\partial u(t)}{\partial \nu} = 0 \quad \text{auf } \partial \Omega, \\
&u(0) = u_0.
\end{aligned}
\]

Es ist wohlbekannt, dass dieses Problem für jedes \(u_0 \in L^2(\Omega)\) eine milde Lösung besitzt, der Operator \(\Delta_m\) mit Neumann-Randbedingungen also eine nicht-lineare Kontraktionshalbgruppe auf \(L^2(\Omega)\) erzeugt. Unser Ziel ist es, nachzuweisen, dass der Teil der Operators in \(C(\Omega)\) ebenfalls eine stark stetige Halbgruppe erzeugt, die Lösung \(u\) für eine stetige Anfangsfunktion \(u_0\) also auf dem parabolischen Zylinder stetig ist. Dieser Satz lässt sich unter Verwendung der in den vorigen Kapiteln gefundenen Resultate zum elliptischen Problem beweisen.
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