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Introduction

Motivation

In recent years, successive generations of micro- and millimetre-wave front-ends have come up with constantly increased standards in terms of size, performance, and affordability [1], [2], [3]. Also, due to the emergence of numerous applications in the low radio frequency spectrum, at L- or S-band, many of these applications have been constrained to move progressively towards higher frequencies. A good illustration of this is the migration of applications like satellite communications to the K-band, and even higher up to the W-band for automotive collision avoidance radars. In Europe, this evolution follows the recommendations of the European Radiocommunications Committee (ERC) stipulated in the 'European Table Of Frequency Allocations And Utilisations' [4]. Nevertheless, if the move towards higher and previously unused frequency bands is necessary to satisfy both commercial, maritime, and military needs; it presents also technical advantages. For micro- and millimetre-wave systems, higher operating frequencies are synonym of larger bandwidths, reduced sizes, and shorter ranges of operation. The reduction of the operative range of RF front-ends at high frequencies is due to the atmospheric attenuation of microwave signals, which increases with the frequency. This constitutes an advantage or a disadvantage, depending on the application targeted with the system. On one hand, the limited range of a front-end can be favourably used because it prevents interferences between systems. In return, it might also represent a limitation when a target is far away from the sensor or from the communication front-end. Further, in the particular case of sensors, thanks to the higher reflectivity of microwave signals on small scatterers at high frequencies, the echo signal of radars augments with the frequency. This makes possible the detection of geometrically smaller targets in the W-band than in the K-band, for example, which used to be the frequency band of automotive radars. Seduced by these advantages, and especially by the comfortable bandwidths reachable at millimetre-wave frequencies, some communication applications working presently below 4 GHz are now considered for operation at K- or V-band. This is, for example, the case of the indoor point to multi-point domestic wireless local area network (WLAN) working currently at 2.460 GHz, and under development for operation around 60 GHz [5], [6], [7]. For individual users, this migration of the WLAN standard to millimetre-wave frequencies will provide a larger bandwidth of about 1 Gbit/s available for their Internet access, as well as a higher level of security for the data travelling on their personal network: only 10 m of coverage from a base station at 60 GHz.

In order to face this increased interest in the millimetre-wave range, the last decades have seen a lot of work to develop front-ends able to operate up to the W-band, and beyond. These developments occurred principally in two fields complementary for the realisation of RF systems: the design and fabrication of millimetre-wave components, and the integration of these components into front-ends. First, optimised processes and novel design techniques have made possible the advent of reliable MilliMetre-wave Integrated Circuits (MMIC). Many of these circuits such as High and Low-Noise Power Amplifiers (HPA and LNA), switches, and mixers, have been demonstrated with
outstanding properties in terms of power handling, linearity, and Noise Figure (NF) \[8\], \[9\]. Today, high-performance active millimetre-wave components are available on two main and complemental platforms: the Silicon Germanium (SiGe) technology, and the Gallium Arsenide (GaAs) technology. The SiGe technology is well suited to low-cost and low-power devices. For this reason, it is widely implemented in commercial applications, where the financial aspect is determining. On the other hand, the GaAs platform is more appropriate for high-power components, which are often expensive and mainly dedicated to the military market. On top of this, novel integration concepts and techniques have been developed for these components. In RF front-ends, the components are integrated either monolithically on a single chip to form a so-called "System on Chip" (SoC), or in a hybrid fashion onto a microwave substrate. Systems assembled in this way with individual chips mounted onto a common mother board are called "System in Package" (SiP). Both SoC and SiP integration techniques have assets and drawbacks depending on the nature of the system. The hybrid integration of front-ends is a compromise solution used to build "heterogeneous microsystems". It enables the use of components which might be fabricated in different technologies. Also, it is especially suitable for large systems which cannot be processed on a single chip. For these systems, hybrid integration allows for substantial cost savings because it uses low-cost microwave substrates such as soft substrates, Liquid Crystal Polymer (LCP) \[10\], or LTCC (Low-Temperature Co-fired Ceramics), which is presently the most common board technology \[11\], \[12\]. Nevertheless, as the operating frequency of front-ends increases, the size of individual components is reduced, and monolithic integration becomes more attractive \[13\], \[14\]. At millimetre-wave frequencies, the technique affords both a minimum size and a better reliability of front-ends, as well as lower fabrication costs for large production scales. Also, thanks to the small aperture of antennas at V-band and beyond, SoC front-ends have been demonstrated with antenna arrays directly integrated on the core chip, aside the monolithic active circuitry \[15\]. However, for the time being, technological challenges still constrict SoC integration to some niche applications operating above at least 60 GHz. Further, it suffers from a limited flexibility for the design of the different components, which all have to be realised in a same and unique technology.

On the other hand, beyond these recurring challenges of performance, size, and cost, reconfigurable front-ends are also becoming a trend. Nowadays, many emerging applications like air traffic control, automotive radars, or smart beam-locked base stations are based on electrically steerable antennas. In these systems, the beam radiated by the antenna is not fixed but steered in different directions of the space. In this way, the antenna is capable of pointing in real-time towards any area or target of interest within its field of view. Also, for other applications, this is the operating frequency, which has to be tuned over time. These reconfigurable front-ends often implement multi-functional and multi-band devices such as frequency-agile filters or tunable matching networks in place of conventional fixed circuitries. In most cases, these reconfigurable components shall be able to switch between different frequency bands that can be, for example, the different channels of a multi-band data link, or diverse bands selected for frequency hopping.

In order to answer this increasing need for reconfigurable front-ends, different kinds of tuning device such as switches and varactors have been developed. On top of conventional PIN-diode and transistor based solutions, three emerging technologies arose to improve on the performance of these tuning devices: the RF-MEMS technology, the ferro-electric thin films, and the Liquid Crystals (LC). Among these, the RF-MEMS technology is most probably the most versatile. It consists of a thin metal membrane, which can be pulled up or down under the action of an electrostatic field. For
usual RF-MEMS devices such as capacitive switches, the position of this membrane determines the value of a capacitance by changing the gap between two electrodes [16], [17]. When the membrane is in the up-state, the distance between the two electrodes of the switch is large, and the value of the capacitance is small. In return, when the switch is in the actuated or down-state, the gap between the two electrodes is reduced, and the capacitance is large. Depending on the configuration of the switch, the capacitance may be in series or in parallel. In this last case, the capacitance is between the signal line and the ground, and the switch is said to be a shunt switch. Further, the variable capacitance can be actuated in different manners: digitally to realise a 2-state varactor [18], or in an analogue way to achieve a continuously variable capacitance [19]. Compared to other technologies, the major limitation of RF-MEMS devices is most probably in their relatively long switching time, typically about 10 µs. In return, some RF-MEMS technologies have been demonstrated with outstanding power handling capability, up to 6 W and beyond [20]. Opportunities of RF-MEMS have been presented through several successful realisations. To enumerate some of them, these are mostly impedance tuners [21], tunable filters [22], [23], and digital phase shifters [24], [25], all characterised by a relatively low level of insertion loss.

Besides RF-MEMS, ferro-electric thin films constitute a second realistic alternative to standard switch technologies. Basically, they have been implemented to realise the same kind of component as those based on RF-MEMS such as varactor switches [26], [27], and phase shifters [28]. The tuning principle of these components utilises the variation of the dielectric constant of ferro-electric thin films, when the material is exposed to an electrostatic field. Ferro-electric devices have switching times shorter than RF-MEMS, typically about 10 ns, but they suffer from limited Q-factors, especially at high frequencies. This makes them rather lossy and inappropriate at millimetre-wave frequencies, and limits their use to the lower part of the RF spectrum, at best up to the Ku-band (Fig. 0.1).

Finally, well known for their unique properties at optical frequencies, liquid crystals have been also recently investigated for implementation below 100 GHz. Up to now, they have been principally considered for the realisation of phase shifters at millimetre-wave frequencies [29], [30]. They are realised with a transmission line plunged in a bath of liquid crystal, itself enclosed inside a metal or micro-machined body. Liquid crystal components use basically the same principle as ferro-electric devices. They are based on the variation of the dielectric constant of liquid crystal materials in presence of an electrostatic field. Nevertheless, this technology is handicapped by long switching times, typically above 1 ms [31], and it is sometimes cumbersome to integrate because it requires

![Fig. 0.1: Tuning device technologies versus frequency.](image-url)
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a receptacle to contain the liquid crystal. Despite this, it offers excellent performance in terms of insertion loss at very high frequencies above the K-band [32]. However, the practical implementation of these emerging technologies is still limited by issues related to their lack of maturity. Although they work well and have shown outstanding performance compared to what can be achieved with usual solutions, their practical implementation still relies on the development of reliable packaging solutions and low-cost integration techniques. These challenges, as well as the design, the realisation, and the measurement of fixed and tunable components for millimetre-wave front-ends, are the main lines of the present work. All these questions with their related issues constitute the essence of this thesis and are developed in the various sections and chapters of this manuscript.

Overview

This thesis is dedicated to RF-MEMS based passive components for fixed and adaptive millimetre-wave front-ends. It is focused on the design and realisation of different components forming what is generally known as the 'passive front-end' of RF transmit/receive systems. This includes the antennas, the phase shifters, and the filters, but excludes all the active circuitry, such as the power amplifiers and mixers. Further, beyond the pure design of individual components, a large part of the work is concerned about the way the various circuits can be integrated and assembled at component level, but also at system level. Aside a first chapter providing an overview of the experimental tools and techniques employed in this work, two kinds of components are principally addressed in the two main chapters of the manuscript: the fixed and frequency-agile band-pass filters, and the electrically steerable antennas.

Chapter 2 is devoted to the development of fixed and frequency-agile band-pass filters. The chapter starts with an account of the work previously accomplished in the field of silicon micro-machined filters and that of band-pass tunable filters. Further, it describes the theoretical background of RF band-pass filters, and it provides the reader with the concepts and methods necessary to design them. In the fifth section, silicon micro-machined band-pass filters designed for operation at 20 GHz are demonstrated. The filters are horizontally integrated cavity resonator filters based on the pioneering work presented by Papapolymerou et al. in [33]. They are designed with two silicon wafers containing respectively, the coupling structures, and the cavity resonators. Nevertheless, for these filters, a novel architecture is proposed, which makes possible the fabrication of the filters with a single micro-machining process. The filters are manufactured using exclusively the KOH-wet etching of silicon for both, the cavity resonators, and the inter-resonator couplings. Also, since the geometry of the coupling structures realised in this way is different from the inductive irises commonly designed in waveguide filters, the usual formulas presented in [34] cannot be re-used. For this reason, in the section an effort has been made to explicit the method and equations used for the design of the demonstrated filters. In a later section, the chapter proposes a revisited implementation of the tuning technique presented originally in [35]. Beyond a presentation of the concept, the section demonstrates a 3-pole frequency-agile band-pass filter based on this technique and designed with RF-MEMS capacitive switches. Finally, in that same section, the hybrid integration concept of the RF-MEMS chips onto the silicon substrate of the micro-machined filters is described. The second part of the chapter presents Ku-band fixed and tunable band-pass filters on ceramics. These filters, demonstrated in section 2.6, are cavity resonator filters made out of LTCC
DuPont 943 substrate. They are realised according to the Substrate-Integrated Waveguide (SIW) technique and the cavity resonators are filled with LTCC material [36]. In this section, the design of a fixed-frequency 2-pole filter is described and is validated by good measurement results. Later, this fixed filter is used as starting point for the design of frequency-agile filters. These tunable filters on ceramics are based on a tuning technique similar to that introduced firstly for the silicon micro-machined filters. In this section however, it is adapted to fit the particular configuration of substrate-integrated cavity resonator filters, and different RF-MEMS structures are used. Two frequency-agile band-pass filters are realised according to this technique and measurements are presented for both filters. The chapter ends with an investigation into the temperature dependence of a substrate-integrated cavity resonator made out of LTCC. The last section presents the variation of the properties of the DuPont 943 material against temperature, and it describes the experiment from which the results have been gained. Also, in order to compensate for the frequency shift observed when the temperature increases, an actuation-free compensating structure has been developed. The compensation concept and the way it has been practically implemented are in this last section as well. Finally, the compensation technique based on Temperature-dependent (T-dependent) ferro-electric varactors is assessed by satisfactory measurement results, which conclude this second chapter.

Chapter 3 addresses the design and the realisation of phased array antennas. The chapter describes three antennas, where two are made electrically steerable by means of RF-MEMS phase shifters. For these antennas, the RF-MEMS phase shifters are processed on silicon and they are integrated in a hybrid fashion between the feed network and the antenna array. In the third section of the chapter, a first antenna array designed for airborne wake-vortex detection front-end is described. The antenna is designed for operation at W-band, and it is manufactured on low-loss Teflon-based Rogers RT/Duroid 5880 substrate. The section presents the design of the antenna array implemented with serially fed patch antenna sub-arrays, and an equivalent circuit is given for a 2-port microstrip antenna [37]. Further, the design and the realisation of the fixed-beam antenna are validated by measurement results in good agreement with full-wave simulations. Due to the relatively high operating frequency of the antenna, a brief discussion also addresses the influence of the fabrication tolerances on the RF performance of the antenna. In a later integration step, this antenna is intended to be equipped with the W-band RF-MEMS phase shifters presented in [38]. Later, in another section of that same chapter, a Ka-band electrically steerable antenna on LTCC is demonstrated. The antenna is a four by four microstrip antenna array fabricated on 6-layer LTCC DuPont 943 substrate. It is designed according to the aperture coupling technique with a microstrip feed network processed in a buried layer of the ceramic dielectric [39]. The complete design of the fixed-beam antenna is described and good measurement results are presented. Also, integration concepts are presented for the mounting of the RF-MEMS phase shifters onto the ceramic substrate of the antenna. Finally, the fixed-beam antenna presented at the beginning of the section is equipped with 3-bit RF-MEMS phase shifters to form an antenna electrically steerable in the H-plane. The fully integrated phased antenna and the related measurement results are part of the section as well. The end of the chapter reports the design, the realisation, and the measurement of an X-band electrically steerable antenna. Like the first antenna presented in the chapter, the X-band antenna is realised with serially fed antenna sub-arrays, and it is processed on Rogers RT/Duroid 5880 substrate. The last section presents the design of the different elements of the phased antenna: antenna array, feed network, phase shifters, and DC-control board, and
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It describes the practical integration of these components into a stand-alone X-band RF-MEMS antenna demonstrator. For this electrically steerable antenna, all simulation and measurement results are also provided.

Further, since this work, like any other, constitutes only a part of longer developments and studies, the opportunity is taken in the fourth and last chapter to propose some future research ideas related, but not limited, to the components presented in this work.

Finally, the thesis concludes with a summary of the work presented through the four chapters of the manuscript. In this way, in the very last section of the document, the main achievements and some key numbers are recalled to the reader to give a concise but precise review of the work done.

All along the writing of this manuscript, a special attention has been paid to keep the different chapters and sections as independent and self-consistent as possible. It has been written with the ambition that the various design techniques, tuning concepts, and integration methods will be used to develop devices other than those explicitly presented in this work. A good example of this effort can be found in the second chapter on band-pass filters. There, the coupling structures of the filters are always presented with their equations in order to allow for the design of couplings different from those of the demonstrated filters. All this has been done with the hope that interested readers will have the possibility to implement the proposed structures in other components such as diplexers, oscillators, or as transitions in RF distribution networks.
1 Experimental Methods and Technologies

1.1 Simulation Techniques

Various simulators have been used to design and optimise the different components presented in this work. Among all these, the workhorse which has been used to simulate a large majority of the structures, antennas, switches, and filters, was the electromagnetic simulation software EMPIRE. The simulator was installed on a conventional desktop computer, and it has been used in its 5.12 XCcel version and beyond [40]. EMPIRE is a Finite Difference Time Domain (FDTD) 3-dimensional electromagnetic field solver commercialised by IMST GmbH. It allows for full-wave simulations of structures, which can be excited through various kinds of ports, such as microstrip, waveguide, or coplanar. Full-wave simulations are a major tool for the design and analysis of microwave networks. They take radiation phenomena and coupling effects into account, and they allow for the calculation of complete 3-dimensional structures. In the available versions of the software however, only 3-dimensional rectangular grids were possible to discretise the structures. This unique discretisation option has been found to be somewhat cumbersome for the simulation of structures non aligned on the mesh cells, which have to be approximated by stepwise contours. The second software implemented during this work was the 2.5-dimensional simulation software Microwave Office. This tool, commercialised by Applied Wave Research [41], has been especially suitable for the simulation of planar structures such as microstrip antennas and planar feed networks. Aside this electromagnetic software, the schematic simulator tool of Microwave Office has also been utilised. This last tool has been mostly implemented to aid the realisation and the verification of equivalent circuits. Beyond these commercial simulators, several engineering C/C++ programs have also been written and employed. In this group, a software has been used to calculate the excitation coefficients of antenna arrays [42]. The software computes the amplitudes and phases with which a given antenna array shall be fed such that its array factor is the best approximation in the Chebyshev sense of a goal array factor function (not physically achievable) [43], [44]. It is based on an iterative method known as the "Remez" algorithm, and allows for the realisation of array factors with given beamwidths, prescribed nulls, and minimum uniform side lobe levels [45].

1.2 RF Measurement Techniques

1.2.1 On-Wafer RF Measurement Setup up to 40 GHz

Apart from the far field pattern of antennas, all circuits demonstrated in this work have been measured at EADS Innovation Works in Ottobrunn. They have been characterised using a probe station equipped with IZI coplanar measurement probes, both commercialised by Suess MicroTech AG. Depending on the Device Under Test (DUT), two sorts of probes have been used. On one hand, 150µm-pitch Ground Signal Ground (GSG) probes have been utilised for the measurement of components processed on silicon, i.e. the micro-machined filters and RF-MEMS circuits. On the
other hand, 250 µm-pitch GSG probes from that same family have been used to connect the test set to the circuits, filters and antennas, made out of ceramics [46]. The measurement probes were connected to a network analyser Agilent E8363B PNA by means of coaxial cables mounted with K-connectors. This ensemble, network analyser, test set cables, measurement probes, and probe station, used to form a setup capable of measuring S-parameters up to 40 GHz on-wafer or using coaxial interfaces.

In order to measure S-parameters independently of the characteristics of the test set, the influence of the interconnects and of the setup itself had to be de-embedded. As it is usual, this has been done with a calibration of the measurement setup prior to the measurement of the DUT. For the components presented in the following sections, two calibration methods have been used: the TRL (Thru-Reflect-Line) and the SOLT (Short-Open-Load-Thru) calibration techniques. TRL calibration has been used each time a part of the on-wafer structure had to be calibrated out of the measurement. This occurred typically when the DUT was connected to the probes by means of coplanar-to-microstrip transitions implemented only for measurement purposes. In this case, in order to characterise the device without the influence of these transitions, TRL standards were processed on the wafer aside the structures to characterise. Otherwise, the setup was calibrated directly at the probe tips using SOLT calibration. The substrate used to perform SOLT calibrations was a CS-5 calibration substrate manufactured by GGB Industries [47].

1.2.2 Antenna Far Field Measurement in Anechoic Chamber

Three different facilities have been used to measure the radiation characteristics of the antennas demonstrated in the third chapter. The location where the various measurements have been performed was chosen depending on the availability of each one of the test ranges, and on their equipments suitable or not for the considered frequency range. Basically, all antenna far field test ranges are based on the same architecture built around an anechoic chamber (Fig. 1.1).

![Fig. 1.1: Generic setup for far field radiation characteristic measurement.](image-url)
In this chamber, in order to measure the far field radiation characteristic of an antenna in good conditions, a minimal distance has to be respected between the Antenna Under Test (AUT) and the Range Antenna (RA). This distance called Test Range (TR) is chosen such that the electromagnetic wave radiated by the range antenna is seen as a plane-wave, or quasi plane-wave, by the AUT. In this case, the test range is said to satisfy the far field conditions. The Far Field Range (FFR) is defined by

\[ FFR = \frac{2D^2}{\lambda}, \]  

where \( \lambda \) is the free-space wavelength at the frequency at which the pattern is measured, and \( D \) is the diameter of the largest AUT measurable in the chamber.

The three antennas demonstrated in the following have been designed in various frequency bands, namely the X-band, the Ka-band, and the W-band. For this reason, they have been measured in anechoic chambers very different in terms of size and equipment, but also regarding the technique used to connect them. The X-band antenna presented in section 3.5 has been measured at EADS Astrium in Ottobrunn. It was connected to the measurement setup using a flanged microstrip-to-SMA adapter. The adapter was soldered to a microstrip line on the antenna substrate on one side, and connected to the coaxial cable of the test set on the other side. This transition alone has been measured with a return loss better than 20 dB up to 15 GHz, and was thus suitable for measurements in X-band. The radiation characteristic of the Ka-band antenna processed on LTCC and demonstrated in section 3.4 has been measured at the University of Ulm. For these measurements, the RF-interface was implemented with a mini-SMP connector. The connector was soldered on a footprint printed on the ceramic substrate of the antenna to form a coplanar to mini-SMP transition. Also, the mini-SMP interface was connected to the coaxial cable of the test set through a mini-SMP to K-connector adapter designed for operation up to 35 GHz. Finally, the W-band antenna designed for wake vortex detection front-end has been measured at 76.5 GHz at Astyx GmbH in Ottobrunn. For this measurement, due to the relatively high attenuation of the signal at W-band, it was impossible to connect the antenna to conventional test set cables. To overcome this, the antenna has been connected to a W-band rectangular waveguide by means of an electric-field probe [48]. The probe realised on ceramics was placed onto the test fixture of the antenna using conductive epoxy, and it was connected using Au RF bond-wires. A photograph of the W-band transition is shown in Fig. 1.2.
1.3 Control Setup for Electrically Steerable Antennas

Two electrically steerable antennas are demonstrated and have been measured during this work. These antennas are based on digital RF-MEMS phase shifters integrated between the antenna array and the feed network. In order to steer the beam radiated by an antenna, various switches in the phase shifters have to be actuated with the appropriate actuation voltage. For the EADS RF-MEMS technology mostly used in this work, they are actuated with a symmetrical rectangular signal of 50% of duty cycle, with no offset, 10 Hz, and with an amplitude of $V_{cc}=\pm 20V...\pm 30V$. This actuation signal is preferred over a constant DC-voltage to prevent an accumulation of electric charges in the dielectric, which would lead to a sticking of the MEMS structures. Also, in order to steer the beam in a specific targeted direction, this actuation voltage has to be applied to certain switches, whilst the others have to be left un-actuated. In finalised and completely integrated systems, this task is executed by a beam forming unit. This module calculates the switches to actuate for the aimed pointing direction, and validates their actuation by applying the pull-in signal. Nevertheless, at antenna level and even before it is further integrated, the antenna has to be measured and an experimental control setup has to be implemented. This setup was based on an electromechanical switch matrix. The utilised switch matrix was an USB ERB-24 matrix commercialised by Measurement Computing [49]. It is formed by a bench of twenty four electromechanical relays, having all one separate input and two outputs, normally open and normally closed. In the proposed setup, all inputs of these relays are connected to a pattern generator delivering the above mentioned actuation signal. On the other hand, the outputs of the relays are connected to a DC-control board implemented below the antenna. The DC-control lines in the control board are also connected to the electrodes of the switches via bond-wires and high resistivity lines designed on the phase shifters chips (Fig. 1.3). In order to actuate only the necessary switches, the twenty four relays of the switch matrix are controlled by a LabView software running on a laptop computer. This control software is mainly a Look Up Table (LUT), which contains a list of the switches to actuate for each scan angle of the antenna beam. Contrary to the rest of the setup, which does not depend on the antenna to control, the LUT implemented in the software is specific for each antenna.

![Fig. 1.3: Control setup for electrically steerable antennas.](image-url)
1.4 Technologies

1.4.1 EADS Innovation Works RF-MEMS Technology

RF-MEMS technology was widely implemented through the work presented in this manuscript. The technology has been used to realise several components such as phase shifters, varactor switches, and adjustable stubs with very low loss. Among the presented RF-MEMS circuits, a large majority has been manufactured at EADS Innovation Works in Ottobrunn. These RF-MEMS devices have been processed according to a unique low-cost and low-complexity technique described in several publications [50], [51], [52], [53]. Typical RF-MEMS components are serial capacitive switches. They are designed in microstrip topology, and they are fabricated on high resistivity silicon substrate. The switch itself is formed by a free-standing cantilever made out of aluminium alloy. The alloy is deposited by evaporation in such a way that the resulting metal layer has an intrinsic stress. This stress enables the free-standing tip of the cantilever to bend 40\( \mu \)m upwards above the substrate, and by approximately the same amount above the fixed metal structures (Fig. 1.4).

This gap ensures a satisfactory isolation of about -20 dB between the input and output of the switch, when it is left open. The switch is actuated by an electrostatic field generated by a voltage of approximately 25 V (See above). The actuation voltage is applied between the free-standing cantilever and the ground plane of the microstrip line processed on the back side of the silicon dielectric. Under the effect of the electrostatic force, the cantilever is bent downwards at the same level as the fixed metal structures. In the down state, the tip of the cantilever is separated from the fixed microstrip line by only 2\( \mu \)m, and the two parts of the switch couple capacitively. The accuracy necessary to process this interstice of 2\( \mu \)m is made possible by implementing a lift-off process to pattern the metal structures. Further, in order to prevent a DC-short circuit between the top and bottom electrodes of the switch, i.e. between the free-standing cantilever and the ground plane, a 120 nm-thick silicon dioxide (SiO\(_2\)) layer is thermally grown on top of the silicon substrate. This layer of isolating silicon dioxide is grown before the metal structures are processed on the wafer in order to isolate the top metal structures from the silicon material. Also, in order to increase the capacitance between the two parts of the switch, an implantation zone is realised under

![Cross-sectional drawing of the EADS Innovation Works RF-MEMS serial switch.](image-url)
the discontinuity between the fixed and movable lines. This implantation zone is implemented by doping a small area on the top side of the silicon substrate (Fig. 1.4). It is achieved by implantation of phosphor ions into the silicon substrate, in order to increase locally its conductivity. Finally, the doped zone is connected to the fixed microstrip line through an opening patterned in the silicon dioxide layer, as close as possible from the aperture between the two lines. The switchable cantilever realised in this way forms a serial microstrip switch capable of connecting two lines by changing the series capacitance between them. The typical $C_{on}/C_{off}$ capacitance ratio of serial microstrip switches designed and processed in this technology is about 70.

The EADS RF-MEMS technology has been demonstrated in various applications such as tunable filters [54], phase shifters [24], switchable antennas [55], high isolation switches [17], and Single Pole Multi Throw switches (SPMT) [56]. Thanks to the capacitive nature of the switches, it is appropriate for a wide range of applications operating in very different frequency bands, from approximately 2 GHz up to the W-band and beyond [57], [58], [38]. Switches processed in this technology have also been demonstrated with outstanding RF performance, especially in terms of insertion loss. In [59] and [60], a coplanar serial switch is demonstrated with 0.75 dB of insertion loss up to 80 GHz, and in [56], a microstrip SP3T switch is measured with an insertion loss better than 0.5 dB at Ka-band. Further, the technology has been found to have interesting power handling capabilities: the hot switching of a serial switch at Ku-band has been demonstrated up to 6 W, limited by the measurement setup [20]. Finally, in [61], a switching time of 10 $\mu$s is reported for the switches processed in this technology.

1.4.2 LTCC Technology

LTCC, or Low Temperature Co-fired Ceramics, is a technology that enables the realisation of multilayer modules. Nevertheless, the technological process to manufacture these modules is very different from those of standard multilayer components, such as laminate based multilayer interconnects. Contrary to other multilayer fabrication techniques, the manufacturing of LTCC works individually on the different layers of a same module. The VIAs (Vertical Interconnect Access) are punched and filled separately in each one of the ceramic layers at an early stage of the process. Following this, the metal structures are patterned on the different layers of the module. Up to this fabrication stage, the ceramic layers are still separated and they are in a so-called "green" state. The processed layers are brought together and aligned only at a late stage of the fabrication, just before a lamination step preceding the final firing of the whole module. The standard LTCC process is illustrated in the flow-chart given in Fig. 1.5.

In the last decades, LTCC technology has been extensively used to reduce the size of RF modules operating up to the L-band. In this low microwave range, numerous highly integrated consumer-oriented and military applications have highlighted the opportunities offered by that technology [62], [63]. Up to recently however, technological challenges have limited the use of LTCC to applications operating mostly below 2 GHz. This is only in the late 90s that LTCC materials have been optimised for higher frequencies, and that the fabrication techniques used to pattern the structures have been demonstrated with improved accuracy [64]. Thanks to this, the field of application of LTCC moved progressively towards the millimetre-wave range. Today, the technology is considered as one of the most promising technologies in the Ku-, K-, and Ka-bands, and even in the W-band [65]. This advent of LTCC at high frequencies, principally up to 40 GHz, offers opportunities in terms of miniaturisation and integration of millimetre-wave front-ends. It makes possible the realisation
of 3D integrated millimetre-wave Multi-Chip Modules (MCM), in which the different components are packaged and integrated with high density. These fully integrated ceramic modules are more compact than hybrid integrated sub-systems made out of low-loss soft substrates. Also, they are more reliable, exhibit better performance, and are more cost-effective for large production scales. Nevertheless, not all ceramic substrates are suitable for millimetre-wave applications, and only few of the commercially available LTCC materials have performance comparable to low-loss organic substrates [66], [67], [68]. Due to its excellent high frequency performance, the DuPont 943 tape system with Au paste (ε_r=7.4, tanδ=0.0015, σ=4.09e7 S/m) has been chosen for the fabrication of the structures presented in this work. Further, in order to keep the thickness of the proposed structures at an acceptable level, a setup with six 110 µm-thick LTCC layers has been used for both the antennas and the filters. The structures demonstrated in this thesis have been manufactured by Micro Systems Engineering GmbH and Via Electronic GmbH, which are both Germany based LTCC foundries. Their design rules for LTCC structures are given in [69] and [70], respectively.

1.4.3 EPFL Barium Strontium Titanate Ferro-Electric Varactor Technology

In section 2.7, the influence of temperature on the resonance frequency of a cavity resonator is investigated. There also, the measurement of the structure over temperature exhibits a down-shift of the resonance frequency as the temperature increases, and a ferro-electric varactor based compensation technique is presented. The ferro-electric varactors used to demonstrate the technique were provided by the EPFL Swiss Federal Institute of Technology. They have been developed within the frame of the European funded project 'RETINA' (FP6-2003-AERO1:#516121). The components are fabricated on 200 µm-thick LaAlO_3 (LAO) substrate with epitaxially grown Barium Strontium Titanate thin film (Ba_xSr_yTiO_3 or BST). On the chip, the capacitor is formed by two electrodes patterned on top of the ferro-electric film (Fig. 1.6). These two electrodes are separated by a thin slot building a capacitive region between them. Also, since the area under the interstice is covered with high permittivity BST film, the series capacitance between the electrodes depends strongly on the dielectric constant of the ferro-electric material.

In the frame of the demonstrated technique, it is for their temperature-dependent behaviour, that ferro-electric varactors have been implemented. The dielectric constant of BST materials decreases when the temperature increases. This property makes possible the realisation of temperature-controlled capacitances, especially suitable for actuation-free temperature compensation.
Two sorts of ferro-electric varactors have been provided by the EPFL. A first set of varactors was manufactured on BST 70-30 film, and a second lot was processed on BST 55-45 film. Among these two families, the varactors fabricated with BST 55-45 material are more sensitive to temperature variations and offer potentially larger temperature compensation. Nevertheless, this higher response is at the price of higher insertion loss, and BST 70-30 varactors have been found to be more convenient for the considered task. BST 70-30 varactors have a capacitance of 290 fF at 30°C and 120 fF at 120°C.

1.5 Conclusion

The techniques, tools, and technologies described in this first chapter constitute the toolbox of the work presented in this thesis. Often or more sporadically, all these have been implemented to support the design, to characterise, to control, or to realise the different components demonstrated in the two main chapters. Each time it has been found to be necessary, the following sections and paragraphs of the thesis will refer to the art described in this chapter.
2 Fixed and Tunable Cavity Resonator Filters for Millimetre-Wave Front-ends

2.1 Introduction

Microwave band-pass filters are key components of many micro- and millimetre-wave front-ends. In these systems, they isolate the finite spectrum of relevant signals out of a broadband noised signal. Also, despite the long effort put into their development over the last 50 years, filters remain in many cases a bottleneck in the design of RF components. Today, the need for compact, easily integrable, and low-loss filters still drives the research towards more efficient and low-cost filters [71]. In the special case of band-pass filters, the technology used to realise the resonators has to be chosen with particular attention. This choice depends on the operating frequency of the application, the space available to integrate the filter, the technology of the other components of the front-end, and finally, on the loss budget allowed for the filter. The insertion loss of a band-pass filter depends to a large extent on the insertion loss of a single resonator, which of course has to be as low as possible. The quantity used to assess the performance of a single resonator is the so-called unloaded quality factor or Q-factor. The higher the unloaded Q-factor, the lower is the power lost by dissipation in the resonator.

The panoply of resonators available to realise band-pass filters is constantly increasing in order to meet the always higher requirements of modern RF front-ends. On one hand, the filters based on waveguide cavity resonators are bulky and cumbersome to integrate, but they have very good performance in terms of insertion loss. On the other hand, the filters implementing end-coupled transmission line resonators are easy to integrate but they are limited in terms of Q-factor. "In between", there is a number of other solutions. Some of them like Surface Acoustic Wave resonators (SAW) or Bulk Acoustic Wave resonators (BAW) have been proposed to realise low-loss filters, but are limited to the centimetre-wave range, principally below the S-band [72], [73]. Dielectric resonators overcome the frequency limitation of SAW and BAW resonators. They allow for the realisation of efficient filters up to 40 GHz, but they are cumbersome to integrate on a planar mother board. The performance of some common types of resonators are compared versus frequency in Fig. 2.1, where the most popular resonator technologies are represented in blue.

In this 2nd chapter dedicated to band-pass filters, two resonator technologies presented in the recent literature are discussed and implemented. These, represented in red in the graph of Fig. 2.1, are micro-machined cavity resonators and Substrate-Integrated Cavity (SIC) resonators. These two technologies have been chosen because they are expected to cover application fields that were up to recently without reliable solution, and where however, most of the emerging millimetre-wave applications are currently being developed. First, micro-machined cavity resonators are expected to fill the gap existing between high performance but bulky waveguide resonators, and easy to integrate but lossy transmission line resonators. The resonators based on that technology are expected to provide planar and easily integrable filters suitable for applications operating between
the K- and the W-band, and for which a Q-factor between approximately 500 and 2500 is targeted. Further, substrate-integrated cavity resonators are adapted to applications driven also by other motivations than uniquely filter insertion loss. They are expected to be particularly appropriate for front-ends in which the space is limited, and for which the insertion loss of the filter has to be fair with a Q-factor of about 500.

**Motivation and Drivers for Frequency-Agile Band-Pass Filters**

Besides the higher integration density and improved performance expected for the next generation of RF components, the trend is now also to evolve towards adaptive systems. More and more, RF front-ends have to be capable of handling multi-functional data-link or sensing tasks, which occur more often in different frequency bands. A good illustration of this is the recent development of systems designed for both Line Of Sight (LOS) and Beyond Line Of Sight (BLOS) communication link with VHF-UHF software-defined radio transceivers [74]. Also, this need for more reconfigurability is driven by the advent of frequency-hopping communications in electronic warfare or for spectrum management [75], [76]. At filter level, this frequency steering can be implemented mainly using two different approaches: with a switchable bank of filters, or using frequency-agile filters. The filter-bank approach, which is the most common and straight-forward solution, is also the bulkiest and the most expensive one. It requires the use and integration of several filters dedicated to the different channels, and two or more switches to address the appropriate filter. In this case, the filters are fixed in frequency and a filter in the bank is used only when the front-end operates at the corresponding frequency. Also, when a filter is addressed, the other filters are left unused. The adaptive filter approach is a more sophisticated solution achieving the same task with only
one filter steerable over frequency. The centre frequency of the filter is made steerable in real time by means of tuning devices acting on the resonators of the filter. Hence, even if tunable filters are generally larger than the fixed-frequency filters from which they are derived, this alternative is more compact than banks of filters. Also, it provides a major gain in terms of activity of the components because the unique filter is always working, whatever the operating frequency is.

In this chapter, fixed and frequency-agile filters are demonstrated. The filters are realised in one of the previously mentioned technologies, micro-machined in silicon or processed in LTCC. The frequency-agile filters are made steerable over frequency by means of RF-MEMS devices, and they are based on the fixed-frequency filters presented in the first place. On top of this, the last section of the chapter addresses the issue of the temperature-dependence of ceramic based filters. Also, it presents a technique aiming at reducing the influence of the temperature on the response of a single 2-port resonator. Further, in order to provide a background to the presented designs, the first sections of the chapter present some pioneering studies and give some benchmarks published in the field. Finally, the theory of cavity resonator band-pass filters is presented. It gives the basics of the designs developed later in the manuscript and aims at a better understanding of the described design procedures.

### 2.2 Previous Work on Micro-Machined Filters

The use of micro-machining of silicon in the fabrication of millimetre-wave components was first considered in the early 90s. At that time, the technique was favourably introduced to improve on the manufacturing costs of millimetre-wave waveguides, complex and time-consuming to fabricate using standard machining techniques. Already in 1993, McGrath et al. [77] demonstrated a micro-machined rectangular waveguide operating at W-band. The waveguide is processed using wet chemical etching of \( <110> \) silicon, and it is covered with 3\( \mu \)m of Au. The structure exhibits 0.04\( \text{dB} \) of insertion loss per wavelength, comparable to the performance of standard rectangular waveguides machined out of metal. Three years later, major contributions of the University of Michigan broadened the application field of these fabrication techniques. Looking into the way micro-machining techniques could reduce the loss and dispersion of planar resonators, they proposed, in 1996, a first topology based on membrane-supported transmission lines [78], [79], [80]. In the demonstrated realisations, the stripline or microstrip line resonator is suspended on a 1.4\( \mu \)m-thick SiO\(_2\)/Si\(_3\)N\(_4\)/SiO\(_2\) dielectric membrane processed on silicon. The papers reported excellent performance for the suspended micro-machined resonators with unloaded \( Q \)-factors measured between 350 and 500, in the K-, V-, and W-bands. These values are approximately ten times larger than those of conventional planar resonators on Gallium Arsenide (GaAs) or silicon, and two times larger than microstrip line resonators on Teflon-based microwave substrate. Further, complete 3- and 5-pole filters based on that principle have been demonstrated with little insertion loss: 1.4\( \text{dB} \) for the 3-pole filter and 2.2\( \text{dB} \) for the 5-pole filter. In [80], a 7-pole planar suspended inter-digital band-pass filter for operation at 20\( \text{GHz} \) and with a relative bandwidth of 15\% is found to have only 0.79\( \text{dB} \) of in-band insertion loss. In [81], that same concept is compared to a cavity resonator etched out of silicon and metallised. The micro-machined cavity resonator is operated either in the fundamental TE\(_{101}\)-mode at 24\( \text{GHz} \), or in the TE\(_{201}\)-mode at 38\( \text{GHz} \). At these frequencies, the cavity resonator is measured with an unloaded \( Q \)-factor of 1117 and 1163, respectively. In [33], a micro-machined cavity resonator operating at X-band and realised in a similar way ex-
hibits an unloaded Q-factor of 506. In both cases, the good values measured for the unloaded Q-factor of the metallised micro-machined cavity resonators are very close to the theoretical values of standard metallic cavities. Further, micro-machined cavity resonators have been implemented to realise complete band-pass filters. These filters demonstrated by Harle et al. are either vertically integrated, i.e. the micro-machined cavity resonators are processed in different silicon substrates stacked on top of each other, or integrated horizontally. In [82], a 3-pole vertically integrated filter at X-band is demonstrated with 2 dB of in-band insertion loss for a relative bandwidth of 3.7%. The filter is realised with three micro-machined cavity resonators processed by wet etching of three 500 µm-thick silicon substrates. These substrates containing the cavity resonators are mounted together with 100 µm-thick silicon substrates including the coupling slots between the resonators. From the same author, a 2-pole filter and a 4-pole linear phase filter with good performance have been also demonstrated [83]. In these realisations, the cavity resonators are processed by Deep Reactive Ion Etching (DRIE), and they are patterned side by side such that there exist common inter-cavity walls between them. Also, the resonators are coupled by inductive irises processed in the inter-cavity walls using the same DRIE isotropic etching of silicon. The unloaded Q-factor of a weakly coupled 2-port cavity resonator is reported at 1422, and a 2-pole band-pass filter at K-band is found to have 1.6 dB of insertion loss for a relative bandwidth of 2.2%. More recently in [84], a filter based on an inter-digital structure grounded using via holes micro-machined in silicon has been demonstrated. It is reported with 1.9 dB of in-band insertion loss for an 8-pole Tchebycheff band-pass filter with 20% of bandwidth.

Apart from the diverse configurations of micro-machined filter presented in the recent literature, some topologies and techniques have been patented. In [85], the etching of elongated rhombic shaped (with no more than two sides of equal length) cavities out of <110> silicon is protected, and some microstrip and coplanar coupling techniques are presented. Another patent, [86], deals more specifically with the realisation of evanescent transitions for the coupling of two micro-machined cavity resonators. It introduces a novel coupling concept based on a so-called coupling cavity processed out of silicon. This silicon dielectric is placed on top of the cavity resonators and closes them on their top open side. Finally, beyond the scope of band-pass and band-stop filters, [87] describes a micro-machined cavity resonator mounted in reflection (1-port). The structure presented in the patent aims at reducing the phase noise in voltage controlled oscillators, which is also directly related to the unloaded Q-factor of the resonator.

### 2.3 Previous Work on Tunable Filters

Considering the large variety of filter topologies and the numerous tuning techniques presented in the literature of the last decades, a compilation of the state of the art of tunable filters arises as a laboured task, which can hardly be exhaustive [88]. Also, a more realistic ambition of this paragraph is to provide the reader with an overview of the most common and successful tunable filter techniques demonstrated recently. In spite of the diverse techniques presented to make filters adaptive in frequency, all aim at a same clear goal. On top of the specifications known for fixed-frequency filters like a limited in-band insertion loss, a defined bandwidth, and a sharp roll-off, the response of tunable filters has to be steered over frequency. There exist basically three kinds of tunable filters: the mechanically tunable filters, the magnetically tunable filters, and the electrically tunable filters.
Mechanically tunable filters are cumbersome to integrate, have long switching times, and they are heavy-weighted because of the presence of mechanical actuators. For these reasons, they are generally inappropriate for implementation into modern multi-band communication systems, and especially on-board of mobile systems.

Intensively developed from the late 50s [89] and still investigated in the recent literature [90], magnetically tunable filters are based on ferri-magnetic materials like Yttrium Iron Garnet (YIG) or barium ferrites. They offer usually good performance in terms of tunability (multi-octave) and insertion loss [88], [91]. However, these filters are often handicapped by long switching times and are, in most cases, not capable of handling high power signals [88]. Further, they are incommodious to implement practically because they require a magnetic field to polarise the ferrite material used to tune the resonators.

For these reasons and because they are technically more accessible to manufacture, electrically tunable filters are now considered as the most promising solution towards frequency-agile filters. Here again, the techniques available to realise tunable filters are rather diverse depending on the targeted application and on the tuning range expected for the filter. Three tuning elements are principally used in the fabrication of tunable filters. These are namely: the diode varactor, the ferro-electric varactor, and the RF-MEMS devices used either as varactor or as a switch. In [92], a varactor diode is used to tune a micro-machined suspended inter-digital filter. The demonstrated filter shows an excellent tunability of about 70% in the X-band, which is however at the price of 5 dB of in-band insertion loss. Another example of varactor diode based tunable filter is presented in [93]. The filter is realised in multilayer ceramic technology. It has a satisfactory tuning range of 13% at 800 MHz with, nevertheless, an insertion loss of 2 dB, rather important considering the low operating frequency. This exemplifies the advantages and limits of diode based tunable filters. Diode varactors offer a good tunability - the value of the tunable capacitance varies commonly within a ratio of 10:1 - but have a series resistance of about 1 Ω, which increases the overall insertion loss of the filter. The insertion loss is also a known limitation of ferro-electric varactor based filters. Especially at high frequencies above 15 or 20 GHz, BST (Barium Strontium Titanate) varactors have modest Q-factors generally below 70-80. This limits the Q-factor of the resonators and increases the overall insertion loss of the filter [94], [95]. Nevertheless, for applications operating below the K-band, BST varactors exhibit fair properties: Q-factors of about 200 and approximately 2:1 of on/off capacitance ratio; and good performance has been demonstrated using this technology [96], [97]. To overcome the high insertion loss of diode and ferro-electric varactors at high frequencies, high-Q (350-450) RF-MEMS devices have been implemented in tunable filters [98], [99]. In some realisations, RF-MEMS were used as tunable capacitances to load the resonators of filters [100]. Among the proposed topologies, a structure known as Distributed MEMS Transmission Line (DMTL) demonstrated good performance. It consists of coplanar transmission lines loaded periodically with movable capacitive RF-MEMS bridges [101], [102]. In [103], a 3-pole coplanar filter operating in the K-band is realised on glass substrate according to a similar principle. The filter exhibits a satisfactory tunability of 7%, and an insertion loss below 4 dB. Also, it shows an almost constant shape and bandwidth for the pass-band response. This last remains constant and within 7.5±0.1% over the entire tuning range. Based on a completely different principle, Siegel et al. [54] presented another promising technique to tune the resonant length of microstrip resonators. There, the tuning succeeds by actuating fixed-free cantilever beams flat onto the silicon substrate. This actuation of RF-MEMS cantilevers changes the effective dielectric constant of the microstrip lines at the open ends of the
resonators, without influencing the coupling between them. In this way, a 2-pole microstrip filter with 17.6% of tunability and 1.7 dB of in-band insertion loss was demonstrated. Nevertheless, if the recent literature has proposed a large number of solutions for the tuning of planar transmission line resonators, the tuning of other kinds of resonators like high-Q cavity resonators has been only poorly investigated. A technique proposed in [35] describes a cavity resonator coupled to an RF-MEMS varactor. Nevertheless, the experimental results presented in the paper are not good. The performance is limited by the use of an inappropriate substrate for the fabrication of the tunable resonator, as well as by an excessive length of the interconnections between the cavity and the varactor. This is however, to the best of the author’s knowledge, the only contribution associating a low-loss RF-MEMS device to a high-Q cavity resonator, which could represent a real opportunity to reduce insertion loss in frequency-agile filters.

2.4 Theory of Cavity Resonator Band-Pass Filters

2.4.1 2-Port Cavity Resonators

A cavity resonator is a volume of arbitrary shape enclosed in electrical boundaries, and in which one assumes the presence of electromagnetic energy. Depending on the electrical dimensions of the cavity and for certain frequencies of the electromagnetic field, the superposition of the waves bouncing back and forth inside the cavity creates constructive interferences. Also, at each one of these frequencies, the constructive interferences build a so-called standing-wave regime inside the cavity, and the distribution of the electromagnetic field is called resonant mode. The frequencies allowing for the realisation of resonant modes are called resonance frequencies of the cavity. The resonant modes susceptible to exist in a cavity resonator are classified between TE and TM modes. The assignment of a given mode to one or the other depends on the "Transverse Electric" or "Transverse Magnetic" nature of the electric and magnetic fields, perpendicular or not to the direction chosen as direction of propagation. Further, if two resonant modes have the same resonance frequency, they are called degenerate modes. For a given cavity shape and dimensions, the resonant mode having the lowest resonance frequency is called fundamental mode of the cavity resonator.

In the special case of rectangular cavity resonators, one assumes a cavity in the Cartesian system of coordinates as depicted in Fig. 2.2.

![Fig. 2.2: Rectangular cavity resonator in the Cartesian system of coordinates.](image-url)
The dimensions of the rectangular cavity resonator are denoted by $A$, $B$, and $L$ along the X-, Y-, and Z-axes, respectively. Also, it is assumed that the dimensions $A$, $B$, and $L$ are such that $B < A$ and $B < L$, and that the Z-axis is taken as the direction of propagation. In rectangular cavity resonators, the modes are numbered with three indexes $m$, $n$, and $p$: $TE_{mnp}$ and $TM_{mnp}$. The indexes correspond to the number of half-wavelengths that the mode exhibits in the cavity along its X-, Y-, and Z-axes, respectively. Also, the fundamental mode being the mode with the lowest resonance frequency, it is the mode having the smallest possible values for the triplet $(m,n,p)$. For a rectangular cavity resonator, it is shown in [104] that the smallest possible values of $(m,n,p)$ is with '0' for the index corresponding to the smallest dimension of the cavity, and '1' for the two remaining indexes. Hence, for the cavity in Fig. 2.2, this is verified for $(m,n,p)=(1,0,1)$. Finally, since the Z-axis is chosen as direction of propagation, the fundamental mode of the cavity resonator is the $TE_{101}$ mode. The resonance frequency of that mode is given by

\[
F_{0,TE_{101}} = \frac{c}{2\pi \sqrt{\mu_r \varepsilon_r}} \cdot \sqrt{\left(\frac{\pi}{A}\right)^2 + \left(\frac{\pi}{L}\right)^2},
\]

(2.4.1)

where $c$ is the speed of light, $\mu_r$ is the relative permeability of the medium filling the cavity, and $\varepsilon_r$, its relative permittivity. The distribution of the electric field at that fundamental resonance frequency is shown in Fig. 2.3.

![Fig. 2.3: $E_y$-field component of the fundamental resonant mode in a rectangular cavity resonator.](image)

At the fundamental resonance frequency, the electromagnetic energy is completely stored in the $TE_{101}$ mode. Also, at that frequency for two ports inductively coupled and placed on both sides of the cavity along the Z-axis, the cavity resonator shows a series-type resonance. Hence, such an ideal rectangular cavity resonator can be modelled by an ideal $LC$ lumped element series resonator [34]. This series resonator has a reactance $X(\omega)$, which cancels itself at $F_{0,TE_{101}}$. The reactance slope parameter $x$ giving the slope of the reactance $X(\omega)$ around the resonance frequency is given by

\[
x = \left. \frac{\omega_0}{2} \frac{dX(\omega)}{d\omega} \right|_{\omega=\omega_0}.
\]

(2.4.2)
The reactance slope parameter $x$ depends on the dimensions of the cavity resonator. It is a measure of the quantity of electromagnetic energy that a resonator is able to store. However, physical cavity resonators cannot store electromagnetic energy without dissipating some of it. Thus, a more realistic model for a rectangular cavity resonator is a lossy $RLC$ series circuit. The performance or 'quality' of a resonator is measured by the ratio called unloaded Q-factor noted $Q_u$. It is given by

$$Q_u = \omega \cdot \frac{\text{energy stored inside the resonator}}{\text{average power dissipated inside the resonator}}.$$  

(2.4.3)

For a series-type resonator having a reactance slope parameter $x$ and a resistance $R$, the unloaded Q-factor is calculated by

$$Q_u = \frac{x}{R}.$$  

(2.4.4)

There are two phenomena, which may lead to a dissipation of power in physical cavity resonators: the loss due to the finite conductivity of the metal used for the walls of the cavity, and the one caused by the loss in the medium filling the cavity. The limitation of the unloaded Q-factor due to the dielectric loss is independent of the shape of the cavity. It is calculated by

$$Q_{u,d} = \frac{1}{\tan \delta},$$  

(2.4.5)

where $\tan \delta$ is the loss tangent of the dielectric filling the cavity resonator. The dielectric loss can be minimised by choosing low-loss dielectrics to fill the cavity, or even cancelled if the cavity resonator is filled with air or vacuum. This is however at the price of a larger cavity size for a same given resonance frequency. On the other hand, the ohmic loss depends on the shape and dimensions of the cavity resonator. For a rectangular cavity resonator with the dimensions given in Fig. 2.2, the value of the normalised unloaded Q-factor due to the conductor loss is calculated by

$$Q_{u,c} = \frac{ABL}{2} \cdot \frac{(p^2 + r^2)^{\frac{3}{2}}}{p^2L(A + 2B) + r^2A(L + 2B)}.$$  

(2.4.6)

In this formula, $p = \frac{1}{A}$, $r = \frac{1}{B}$, and the coefficient $\frac{\delta}{\lambda}$ depends on the conductivity of the walls of the cavity. This coefficient is tabulated in [34] for some common metals. From (2.4.6), the unloaded Q-factor of a cavity resonator increases when the ratio 'T = volume enclosed inside the cavity/overall surface of the cavity walls' increases. This can be understood by the fact that a larger enclosed volume means a larger amount of energy stored inside the cavity, whilst a larger surface of the cavity walls leads to higher ohmic loss. $T$ and thus $Q_{u,c}$ increase as the smallest dimension of the cavity (here $B$) augments. Also, for a cavity depth $B$ fixed, the Q-factor reaches its maximum when the base of the cavity is square $A = L$. The unloaded Q-factor of a physical cavity resonator $Q_u$ is calculated from $Q_{u,d}$ and $Q_{u,c}$ using

$$\frac{1}{Q_u} = \frac{1}{Q_{u,d}} + \frac{1}{Q_{u,c}}.$$  

(2.4.7)
In real systems like oscillators and filters, the cavity resonator is linked to other components, with which it has to interact. There are two ways of connecting a cavity resonator, either in reflection or in transmission. A cavity resonator is said to be mounted in reflection when it has only one interface, otherwise it is connected in transmission. The way a cavity resonator is mounted into the whole system depends on the application, and on the function to achieve with the cavity. Reflection-mounted cavities are the elementary components of oscillators and band-stop filters, whilst transmission-mounted cavities are implemented in band-pass filters. This last is thus the configuration of interest here. The schematic of a cavity resonator mounted in transmission with exactly two ports is shown in Fig. 2.4. The cavity resonator is coupled to two transmission lines by means of two impedance inverters \( K_{01} \) and \( K_{12} \). They represent the impedance transformation realised by the coupling structures between the cavity resonator and the networks connected to each one of its two ports.

![Fig. 2.4: Schematic of a 2-port cavity resonator connected by means of impedance inverters.](image)

Due to the presence of input and output couplings, a 2-port cavity resonator is loaded by two impedances \( Z_1 \) and \( Z_2 \). The value of these impedances depends on the environment of the resonator, usually 50\( \Omega \), and on the value of the impedance inverters. For weakly coupled cavity resonators, i.e. when the coupling coefficients are small, the values of \( Z_1 \) and \( Z_2 \) are modest (\( \Re(Z_1) + \Re(Z_2) \ll R \)). In this case, the resonance of the cavity is not affected to a large extent because only a small part of the energy contained in the resonator is exchanged through the ports. In return, for strongly coupled cavity resonators, the impedances seen by the cavity resonator are large (\( R < \Re(Z_1), \Re(Z_2) < 50 \)), and an important part of the energy stored in the resonator is transmitted to, or received from external networks. The way a resonator is coupled, weakly or strongly, is assessed by calculating a so-called external Q-factor \( Q_e \). Assuming that \( Z_1 \) and \( Z_2 \) are purely real and equal to \( R_1 \) and \( R_2 \), respectively, the 2-port external Q-factor of a cavity resonator is defined by (2.4.8). Also, for design purposes, it is convenient to define a 1-port external Q-factor at each one of the two ports of the cavity \[34\]. The 1-port external Q-factors \( Q_{e,1} \) and \( Q_{e,2} \) defined at the ports 1 and 2, respectively, are calculated by (2.4.9). The 2-port external Q-factor \( Q_e \) is related to \( Q_{e,1} \) and \( Q_{e,2} \) using (2.4.10). Finally, the loaded Q-factor \( Q_l \) is calculated from the external and unloaded Q-factors using (2.4.11).
\[ Q_e = \frac{x}{R_1 + R_2} \]  
(2.4.8)

\[ Q_{e,1/2} = \frac{x}{R_{1/2}} \]  
(2.4.9)

\[ \frac{1}{Q_e} = \frac{1}{Q_{e,1}} + \frac{1}{Q_{e,2}} \]  
(2.4.10)

1 \[ Q_l = \frac{1}{Q_u} + \frac{1}{Q_e} \]  
(2.4.11)

Cavity resonators can be characterised experimentally. For 2-port cavity resonators, the resonance frequency and Q-factors can be gained from the measured or simulated response \(|S_{21}|\) of the cavity resonator [105]. The loaded Q-factor is computed directly from the resonance frequency \(F_0\), and from the left and right cutoff frequencies of the transmit response (2.4.12). The unloaded Q-factor is calculated afterward from the first determined loaded Q-factor, and from the insertion loss \(S_{21}|f = F_0\), in dB, and at the resonance peak (2.4.13). Finally, the 2-port external Q-factor is computed from the loaded and unloaded Q-factors using (2.4.11). For cavity resonators mounted symmetrically, the 1-port external Q-factors are equal, and they are directly the double of the 2-port external Q-factor.

\[ Q_l = \frac{F_0}{F_{2,-3dB} - F_{1,-3dB}} \]  
(2.4.12)

\[ Q_u = \frac{Q_l}{1 - 10^{-\frac{S_{21}|f = F_0}{20}}} \]  
(2.4.13)

(2.4.12) and (2.4.13) are theoretically valid for any values of the various Q-factors. However, for an accurate determination of the unloaded Q-factor, it is preferable to have a weakly coupled cavity resonator. This has to be observed because, for strongly coupled resonators, the value of the denominator \(1 - 10^{-\frac{S_{21}|f = F_0}{20}}\) becomes small and highly sensitive to measurement inaccuracies.

### 2.4.2 N-Pole Cavity Resonator Band-Pass Filters

The synthesis of band-pass filters consists in determining the parameters of a microwave network, such that it achieves a response meeting a set of specifications. These specifications stipulate typically the centre frequency of the pass-band \(F_0\), the bandwidth of the response \(\Delta F\), the maximum level of in-band insertion loss \(IL\), rejection levels at certain frequencies, and sometimes, the maximum variation of the group delay allowed in the pass-band \(\Delta GD\). Also, the parameters to calculate from these specifications are the number and the resonance frequency of the resonators and the coupling coefficients between them.

A usual method used to synthesise band-pass filters is based on the transformation of a low-pass prototype filter into a band-pass filter [34]. The method consists in two steps. In a first time, it determines the values of the elements of a low-pass prototype filter. The values of these lumped elements are determined from the type of filter response to achieve, Butterworth, Tchebycheff, or Bessel for example, from the targeted specifications, and from the number of resonators in the filter. In a second step, the coefficients of the low-pass prototype filter are changed by two operations
called the denormalisation of impedance and the low-pass to band-pass transposition. The denormalisation of impedance modifies the coefficients in order to match the filter to the input/output impedances with which it has to be connected, typically 50 Ω. The low-pass to band-pass transposition replaces the capacitances and inductances of the low-pass network by parallel- and series-type resonators, respectively. This last step aims at changing the normalised low-pass response into a band-pass response centred at the targeted frequency.

In most cases however, the practical realisation of filters with parallel and series resonators is cumbersome, and one often prefers to design filters with only one kind of resonator. For this reason, the band-pass filter is modified to include only series-type resonators having reactances $X_j(\omega)$. The series resonators are separated by impedance inverters $K_{j,j+1}$. A schematic of the modified generic $n$-pole band-pass filter is given in Fig. 2.5.

![Fig. 2.5: Schematic of an $n$-pole band-pass filter realised with impedance inverters and series-type resonators.](image)

For shunt inductance coupled cavity resonator filters, the values of the impedance inverters can be calculated directly from the values of the external Q-factors and coupling coefficients. These formulas are of particular interest for determining experimentally the couplings between the resonators and in input/output of the filter. From [34], they are given by

$$\frac{K_{01}}{Z_0} = \sqrt{\frac{\pi}{2}} \frac{w_\lambda}{2Q_{e,1}}, \quad (2.4.14)$$
$$\frac{K_{j,j+1}}{Z_0} \bigg|_{j=1,...,n-1} = \frac{\pi w_\lambda}{2w_k_{j,j+1}}, \quad (2.4.15)$$
$$\frac{K_{n,n+1}}{Z_0} = \sqrt{\frac{\pi}{2}} \frac{w_\lambda}{2Q_{e,2}}, \quad (2.4.16)$$

where $w$ and $w_\lambda$ are the fractional bandwidth and the guide-wavelength fractional bandwidth, respectively. These two expressions of the bandwidth are defined by

$$w = \frac{\omega_2 - \omega_1}{\omega_0}, \quad (2.4.17)$$
$$w_\lambda = \left[ \frac{\lambda g_{1} - \lambda g_{2}}{\lambda g_{0}} \right] \approx \left( \frac{\lambda g_{0}}{\lambda_0} \right)^2 \left( \frac{\omega_2 - \omega_1}{\omega_0} \right). \quad (2.4.18)$$
Further, the shunt reactance \( X_{j,j+1} \) coupling the resonators \( j \) and \( j + 1 \) is calculated from the impedance inverter \( K_{j,j+1} \) using

\[
\frac{X_{j,j+1}}{Z_0} = \frac{K_{j,j+1}}{1 - (K_{j,j+1}Z_0)^2}.
\] (2.4.19)

This expression computes the value of the shunt reactance \( X_{j,j+1} \) that the inductance connected between the corresponding resonators has to exhibit at the centre frequency. This formula, together with (2.4.14), (2.4.15), and (2.4.16) are the design equations of shunt inductance coupled cavity resonator filters.

### 2.5 Fixed and Tunable Micro-Machined Cavity Resonator Filters at 20 GHz in Silicon Technology

#### 2.5.1 Description of the Targeted Application

Band-pass filters belong to large components of data link millimetre-wave equipments. This is especially true for spaceborne applications like satellite transceivers. In these applications, very low-loss filters are mandatory and waveguide cavity resonator filters have been implemented up to now because of their excellent RF performance. However, these filters directly machined out of metal present quite a few disadvantages for on-board use. Their bulkiness and heaviness are bottlenecks, which limit the integration density of the entire system, and they represent a severe cost factor for the transportation into orbit of the complete payload. Also, waveguide filters are more often connected by means of coaxial connectors, which make them cumbersome to integrate onto Printed Circuit Boards (PCB). On the economic point of view, waveguide filters are expensive to manufacture. They require high-precision machining as well as fine tuning made by hand, and the costs are not dramatically decreased for large production scales. In order to overcome these limitations of waveguide filters, one is interested in replacing them by more compact micro-machined filters. Micro-machined filters are easier to integrate than their waveguide counter-parts, and they are expected to have satisfactory performance in terms of insertion loss. The micro-machined filters presented in the following sections are made out of silicon dielectric. They can be easily integrated in a hybrid fashion onto a front-end fabricated in LTCC or in soft Teflon substrate, or even monolithically if the front-end is manufactured in silicon. Furthermore, the interfaces of micro-machined filters are planar transmission lines (microstrip or coplanar), and they can be easily connected using flip-chip or bond-wires. Finally, micro-machined filters are manufactured using well-established and robust silicon micro-machining techniques. These techniques allow for tight and repeatable fabrication tolerances, and they have the advantage of being cost effective for large production scales.

The micro-machined filters demonstrated below constitute the first development step of filters intended for integration in satellite transceivers. The performance expected for these filters in terms of insertion loss and power handling makes them suitable for the middle stage of transceivers. This means after the Low-Noise Amplifiers (LNA) but before the final power amplification stage. In this segment of the transceiver, two major applications can be envisaged. Before the frequency
conversion, micro-machined filters could be implemented as post-LNA filters operating in the up-
link frequency band (about 30 GHz). There, they could filter out spurious frequencies generated by
the non-linearity of the LNA. However, the number of filters necessary for this task is limited and
therefore, the gain in size and weight achieved by replacing the existing filters is expected to be
limited. Another possible use of micro-machined filters is after the frequency conversion. Here, sil-
icon filters could replace advantageously the present filters required to separate the down-converted
signal (approximately 20 GHz) into different channels. Also, due to the likely size and weight re-
duction that could be gained by a higher integration density and a smaller size of the numerous filters
necessary at this stage, this is the application, which has been chosen to demonstrate the potential
of the proposed filters. A schematic of a satellite transceiver indicating the foreseen location of the
micro-machined filters is shown in Fig. 2.6.

The specifications of the micro-machined filters presented below are those of channel partitioning
filters implemented in recent satellite transceivers. They aim at the filtering of 500 MHz-wide
channels centred at various frequencies around 20 GHz. For the channel centred at 19.95 GHz,
these specifications are listed in Table 2.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre Frequency $F_0$</td>
<td>19.95 GHz</td>
</tr>
<tr>
<td>0.3 dB Bandwidth $\Delta F$</td>
<td>500 MHz</td>
</tr>
<tr>
<td>Insertion Loss $IL$</td>
<td>$&lt;1.5$ dB</td>
</tr>
<tr>
<td>In-Band Return Loss</td>
<td>20 dB</td>
</tr>
<tr>
<td>Max. $\Delta GD$ in 40 MHz (19.7 to 20.2 GHz)</td>
<td>$&lt;0.7$ ns</td>
</tr>
<tr>
<td>Out-of-Band Rejection:</td>
<td></td>
</tr>
<tr>
<td>19.6 GHz</td>
<td>$&gt;20$ dB</td>
</tr>
<tr>
<td>0 to 19 GHz</td>
<td>$&gt;40$ dB</td>
</tr>
<tr>
<td>21 to 32 GHz</td>
<td>$&gt;40$ dB</td>
</tr>
</tbody>
</table>

Table 2.1: Electrical specifications of the fixed-frequency micro-machined filters.

In this set of specifications, the out-of-band rejection specified at 19.6 GHz aims at filtering the
second harmonic of the local oscillator at 9.8 GHz. Further, a maximum variation of the group
delay in the pass-band is required to avoid an excessive distortion of the signal passing through the
filter.

Beyond the replacement of waveguide filters through more compact micro-machined filters, a further
size and weight reduction of satellite transceivers could be reached if frequency-agile filters were
used. Also, for tunable filters capable of switching between two contiguous channels, the number
of partitioning filters in the transceiver could be reduced by half. This would logically reduce the
costs of transceivers, which would be dramatically smaller, lighter, and easier to transport than
existing systems. Further, it is evident that the size and weight reduction would be even more
impressive, if the tunable filters were capable of switching between more than two channels: three
or even four frequency bands for example. From this, the specifications of a 3-state tunable filter
have been derived from the specifications known for the fixed-frequency filter. It has been decided
Fig. 2.6: Schematic of a satellite transceiver for communication link (Courtesy of Tesat-Spacecom GmbH & Co. KG).
that the frequency-agile filter should be capable of switching between three neighbouring data-link channels centred at 19.45 GHz, 19.95 GHz, and 20.45 GHz, respectively. The specifications of the tunable filter are summarised in Table 2.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value State 1</th>
<th>Value State 2</th>
<th>Value State 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre Frequency $F_0$</td>
<td>19.45 GHz</td>
<td>19.95 GHz</td>
<td>20.45 GHz</td>
</tr>
<tr>
<td>0.3 dB Bandwidth $\Delta F$</td>
<td>500 MHz</td>
<td>500 MHz</td>
<td>500 MHz</td>
</tr>
<tr>
<td>Insertion Loss $IL$</td>
<td>$&lt;1.5$ dB</td>
<td>$&lt;1.5$ dB</td>
<td>$&lt;1.5$ dB</td>
</tr>
<tr>
<td>In-Band Return Loss</td>
<td>20 dB</td>
<td>20 dB</td>
<td>20 dB</td>
</tr>
<tr>
<td>Out-of-Band Rejection:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19.6 GHz</td>
<td>–</td>
<td>$&gt;20$ dB</td>
<td>–</td>
</tr>
<tr>
<td>0 to 19 GHz</td>
<td>–</td>
<td>$&gt;40$ dB</td>
<td>–</td>
</tr>
<tr>
<td>21 to 32 GHz</td>
<td>–</td>
<td>$&gt;40$ dB</td>
<td>–</td>
</tr>
<tr>
<td>19.1 GHz</td>
<td>$&gt;20$ dB</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>0 to 18.5 GHz</td>
<td>$&gt;40$ dB</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>20.5 to 31.5 GHz</td>
<td>$&gt;40$ dB</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>20.1 GHz</td>
<td>–</td>
<td>–</td>
<td>$&gt;20$ dB</td>
</tr>
<tr>
<td>0 to 19.5 GHz</td>
<td>–</td>
<td>–</td>
<td>$&gt;40$ dB</td>
</tr>
<tr>
<td>21.5 to 32.5 GHz</td>
<td>–</td>
<td>–</td>
<td>$&gt;40$ dB</td>
</tr>
</tbody>
</table>

Table 2.2: Electrical specifications of the frequency-agile micro-machined filter.

2.5.2 Fixed-Frequency Filters

Technology and Architecture of Silicon Micro-Machined Filters

The development of silicon micro-machined filters aims at the realisation of filters showing performance comparable to conventional waveguide cavity resonator filters. However, depending on the technique used to fabricate the structures out of silicon, it may not be possible to reproduce the geometry of waveguide filters.

This is especially true for the heated potassium hydroxide (KOH) wet-etching process of silicon chosen for the fabrication of the micro-machined filters presented here. KOH-etching of silicon is an anisotropic etching process, which removes silicon with respect to the $<111>$ plane of the crystal. This main crystal axis forms an angle of 54.74° with the $<100>$ plane of the silicon crystal, on which the top and bottom of silicon wafers are aligned. Hence, the cavities etched out of silicon using this technique have slanted side-walls with respect to the top and bottom of the silicon wafer, and thus with respect to the top and bottom of the cavities (Fig. 2.7). Another geometrical constraint imposed by the KOH-wet-etching process concerns the coupling sections between the resonators and in input/output of the filters. In waveguide filters, inductive couplings are mainly achieved using thin inductive irisises, which are not technically feasible using wet-etching of silicon. For this reason, the evanescent coupling structures have to be designed differently in regard to what can be realised using KOH-etching.
According to the proposed architecture depicted in Fig. 2.8 and 2.9, the filters are realised using two silicon substrates bonded together. The cavity resonators are etched out of the bottom silicon substrate, and they are closed on their top side by a top silicon dielectric. The input/output and inter-resonator coupling structures are processed in the top silicon substrate. The input/output feeding lines are microstrip lines realised on the top silicon dielectric. They are coupled to the first and last cavity resonators of the filter using metal-free areas called "coupling slots" (Fig. 2.10). These coupling slots are patterned on the back side of the top silicon substrate according to the aperture coupling principle presented in [33]. Also, as for waveguide filters the resonators of the micro-machined filters are connected by means of evanescent coupling sections. Nevertheless, in the present case they are implemented with so-called "coupling cavities" (Fig. 2.11). The coupling cavities are etched out of the back side of the top silicon dielectric, above the inter-cavity wall. Also, in order to minimise the number of different technological processes for the fabrication of the filters, the coupling cavities are processed using the same KOH-wet-etching process as for the cavity resonators. The architecture allows for an horizontal integration of the cavity resonators, and it avoids the need for stacking of several wafers as when the cavity resonators are vertically integrated [82]. Further, it constitutes a low-complexity and low-cost alternative to isotropic etching techniques such as DRIE (Deep Reactive-Ion Etching), which could enable the fabrication of irises but at the price of a more complex and costly technology.

The top silicon dielectric is made out of 300 µm-thick high resistivity Float Zone silicon (FZ-silicon). In this top silicon dielectric, the coupling cavities are etched with a depth of 200 µm. The bottom silicon wafer is made out of low-cost silicon and it is 1300 µm-thick. This thickness enables the realisation of 1000 µm-deep cavity resonators. Both, the cavity resonators and the coupling cavities, are completely metallised by sputtering (Fig. 2.9), except for the input/output coupling slots. The metallisation is made with 3 µm of Au, which is more than 5 times the skin depth in Au at the
Fig. 2.8: Cross-section (top) and top view (bottom) of the proposed micro-machined filter architecture.
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Fig. 2.9: Photograph of a micro-machined filter diced along the A-A cut. The A-A cutting plane is shown in Fig. 2.8.

Fig. 2.10: 3D view of the slot coupled microstrip line placed on top of the cavity resonator.

Fig. 2.11: 3D view of the coupling cavity placed on top of the inter-cavity wall.
2.5 Fixed and Tunable Micro-Machined Cavity Resonator Filters at 20 GHz in Silicon Technology

design frequency of 19.95 GHz. The input/output microstrip lines are processed by lithography, and are 3 μm-thick. The two silicon substrates are assembled either using wafer-to-wafer or die-to-wafer bonding. They are mounted together by Au-Au thermo-compression using an AML AWB04 wafer bonder at a temperature of 300°C. The wafers are aligned using infrared transmission alignment, and they are contacted at 150°C under a vacuum better than $5 \times 10^{-5}$ mbar. The time necessary to wet-etch the cavities out of silicon is approximately 20 hours for the 1000 μm-deep cavity resonators, and 50 minutes for the 200 μm-deep coupling cavities.

For convenience, in what follows the lateral dimensions of micro-machined cavities are described using an effective length and width. These effective dimensions are defined by the arithmetical mean of the size of the cavity. From this, the effective width of a micro-machined cavity is given by

$$A_{mmc} = A - \frac{B_{mmc}}{\tan(\alpha_{KOH})},$$

(2.5.1)

where $B_{mmc}$ is the cavity depth, $A$ is the width of the cavity resonator in the bonding plane, and $\alpha_{KOH}$ is the angle between the top plane of the cavity and its side-walls (Fig. 2.7). The effective length of the cavity resonator $L_{mmc}$ is defined in the same way such that $A_{mmc}$, $B_{mmc}$, and $L_{mmc}$ are the effective dimensions of the micro-machined cavity along the X-, Y-, and Z-axes, respectively.

**Design of the Fixed-Frequency Filters**

In a first development step, two fixed-frequency filters with two and three poles have been realised. The filters were designed using the low-pass to band-pass transformation. They are (quasi) Tchebycheff filters with an in-band ripple of 0.3 dB and a bandwidth of 500 MHz (Table 2.1). The coefficients of the low-pass prototype filters as well as the electrical parameters of the band-pass filters are summarised in Table 2.3.

<table>
<thead>
<tr>
<th>Low-Pass Proto. Filter</th>
<th>2-Pole Filter</th>
<th>3-Pole Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(g_0; g_1; g_2; g_3; g_4)$</td>
<td>(1; 1.18046; 0.69572; 1.69674)</td>
<td>(1; 1.37126; 1.13785; 1.37126; 1)</td>
</tr>
<tr>
<td>Band-Pass Filter</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Q_{e,1}$</td>
<td>47.22</td>
<td>54.85</td>
</tr>
<tr>
<td>$Q_{e,2}$ (made symmetric)</td>
<td>47.22</td>
<td>54.85</td>
</tr>
<tr>
<td>$\frac{X_{1,2}}{Z_0}$</td>
<td>0.087502</td>
<td>0.063255</td>
</tr>
<tr>
<td>$\frac{X_{2,3}}{Z_0}$</td>
<td>–</td>
<td>0.063255</td>
</tr>
</tbody>
</table>

Table 2.3: Coefficients of the low-pass prototype filters and electrical parameters of the 2- and 3-pole band-pass filters.

The electrical parameters of the band-pass filters have been calculated from the coefficients of the low-pass prototype filters using (2.4.14), (2.4.15), (2.4.16), and (2.4.19). Also, in order to realise micro-machined filters with little insertion loss, a Q-factor of $Q_u = 1000$ is required for the cavity resonators. For an air-filled cavity covered with Au ($\sigma_{Au} = 41 \cdot 10^6$ mhos/m), this is achieved with a 626 μm-deep ideal square cavity (2.4.6). Nevertheless, micro-machined cavities are different from...
ideal cavities. They have slanted side-walls that increase the surface of the metallisation, and they have a bond at the junction between the two silicon dielectrics. For these reasons and in order to compensate for the losses which these features might add, a depth of 1000µm has been chosen for the cavity resonators.

In order to assess the influence of that particular geometry of KOH-etched cavities, a 2-port cavity resonator has been characterised using full-wave simulations. According to these, the resonance frequency of a micro-machined cavity resonator is 0.17% below the resonance frequency of an "equivalent" rectangular cavity having the same dimensions $A_{\text{mmc}}$, $B_{\text{mmc}}$, and $L_{\text{mmc}}$.

For practical filter design, the input/output coupling structures have to be dimensioned such that they achieve the required coupling coefficients at the two ports of the filter. To do this, the 2-port cavity resonator has been simulated for two kinds of coupling slots, rectangular and H-shaped, and for various lengths of these slots. The external Q-factor $Q_{e,1/2}$ has been calculated from the simulated responses and for each configuration of the coupling structures. The calculations were performed using successively (2.4.12), (2.4.13), (2.4.11), and (2.4.10). The values of the 1-port external Q-factor versus the normalised length of the coupling slot $L_s/A_{\text{mmc}}$ are plotted in Fig. 2.12.

![Fig. 2.12: 1-port external Q-factor versus relative length of the coupling slot.](image)

In order to be able to calculate the length of a coupling slot so that it achieves an aimed Q-factor, the points calculated from the simulations have been interpolated with 4th order polynomials. The relative length of the coupling slot $L_s/A_{\text{mmc}}$ allowing for the achievement of a targeted 1-port external Q-factor $Q_{e,1/2}$ is given by (2.5.2) for a 400µm-wide rectangular slot, and by (2.5.3) for a 500µm-wide H-shaped coupling slot.
\[
\frac{L_s}{A_{\text{mmc}}} = 0.51781231 - 0.48998473 \cdot 10^{-2} \cdot \left( Q_{e,1/2} \right) + 0.31903006 \cdot 10^{-4} \cdot \left( Q_{e,1/2} \right)^2 \\
- 0.88933617 \cdot 10^{-7} \cdot \left( Q_{e,1/2} \right)^3 + 0.76959418 \cdot 10^{-10} \cdot \left( Q_{e,1/2} \right)^4 
\]

(2.5.2)

\[
\frac{L_s}{A_{\text{mmc}}} = 0.45474213 - 0.81567310 \cdot 10^{-2} \cdot \left( Q_{e,1/2} \right) + 0.11137177 \cdot 10^{-3} \cdot \left( Q_{e,1/2} \right)^2 \\
- 0.69203132 \cdot 10^{-6} \cdot \left( Q_{e,1/2} \right)^3 - 0.13573153 \cdot 10^{-8} \cdot \left( Q_{e,1/2} \right)^4 
\]

(2.5.3)

These formulas and the graph in Fig. 2.12 are the rules for the design of slot-coupled cavities and filters. They indicate the dimension that a coupling slot shall have to achieve a given 1-port external Q-factor for the cavity resonator and thus, a given coupling coefficient in input/output of the filter. The formulas and the graph in Fig. 2.12 are only valid for coupling slots placed on the axis of symmetry of the cavity resonator and for a \( \lambda/4 \)-long open-circuited microstrip line stub. Also, the rectangular and the H-shaped coupling slot have been simulated for two different distances \( d_s \) between the centre of the slot and the adjacent side-wall of the cavity (Fig. 2.10). This distance is 2454 \( \mu \)m for the rectangular slot and 1358 \( \mu \)m for the H-shaped slot.

The strategy used to design the coupling structures between the micro-machined resonators is based on a similar principle. The evanescent coupling section formed by the coupling cavity has been characterised alone using full-wave simulations. Here, the simulated structure includes and is limited to the coupling cavity, a small length of the two cavity resonators, and the wall separating these two cavity resonators (Fig. 2.11). Also, in order to compute the S-parameters of the coupling structure the two sections of cavity resonator are terminated by two waveguide ports. The structure has been simulated for various dimensions of the micro-machined coupling cavity, and for each one of the simulated responses the coupling inductance has been calculated. The normalised coupling inductance \( \frac{X}{Z_0} \) is calculated from the simulated \( S_{21} \)-parameter using

\[
\frac{X_{i,j+1}}{Z_0} = \frac{|S_{21}|}{2\sqrt{1 - |S_{21}|^2}} 
\]

(2.5.4)

The depth of the coupling cavity is fixed at 200 \( \mu \)m limited by the thickness of the top silicon dielectric. Therefore, the coupling between two resonators can be adjusted principally by varying the width of the coupling cavity between them. The length of the cavity has been found to have only a limited influence on the RF behaviour of the structure. For these reasons, the simulations have been performed for various widths of the coupling cavity, but with a cavity depth fixed at 200 \( \mu \)m and a length fixed at \( L_{cc}=2000 \mu \)m. Further, a thickness of \( T_{icw}=100 \mu \)m has been chosen for the wall between the two resonators. This thickness is given in the bonding plane. The values of \( \frac{X}{Z_0} \) are plotted against the relative width of the coupling cavity \( \frac{W_{cc}}{A_{\text{mmc}}} \) in Fig. 2.13.

Also, in the same way as for the design of the input/output couplings, the values calculated for the coupling inductance have been interpolated with a 4\(^{th}\) order polynomial. This polynomial calculates the relative width of the coupling cavity \( \frac{W_{cc}}{A_{\text{mmc}}} \), such that it achieves an aimed coupling inductance \( \frac{X}{Z_0} \).
This polynomial is given by

\[
\frac{W_{cc}}{A_{mmc}} = 0.14530567 + 7.82100111 \cdot \left(\frac{X}{Z_0}\right) - 106.48527295 \cdot \left(\frac{X}{Z_0}\right)^2 \\
+ 741.60230038 \cdot \left(\frac{X}{Z_0}\right)^3 - 1785.57893576 \cdot \left(\frac{X}{Z_0}\right)^4.
\] (2.5.5)

Fig. 2.13: Normalised inductance \( \frac{X}{Z_0} \) versus relative width of the coupling cavity.

The polynomials (2.5.2), (2.5.3), and (2.5.5) are the design equations of micro-machined filters realised according to the architecture presented in Fig. 2.8. They calculate the physical size of the coupling structures, coupling slots and coupling cavities, necessary to achieve the coupling coefficients required for the filter.

Finally, the filters designed with the proposed method have been calculated using 3D electromagnetic simulations. The dimensions of the coupling structures of both, the 2- and 3-pole filters are summarised in Table 2.4.

Beyond the filter design, a coplanar to microstrip line transition was processed in input and output of the filters. The transition was implemented to aid the integration of the filters, which cannot be directly connected with microstrip line interfaces because of the buried ground plane. The structure is realised using radial stubs that achieve a via-less transition working around the filter response [106]. Like straight stubs, they connect virtually the ground planes of the coplanar line to that of the microstrip line. Nevertheless, they provide a larger capacitance against the ground plane of the microstrip line, which benefits the bandwidth of the transition. The coplanar line used as interface is 300\( \mu \)m-long, and it has lateral dimensions (line to ground and ground to ground
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<table>
<thead>
<tr>
<th>Input/Output Couplings</th>
<th>2-Pole Filter</th>
<th>3-Pole Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coupling Slot</td>
<td>Rectangular</td>
<td>H-shaped</td>
</tr>
<tr>
<td>( l_{\text{lmc}} )</td>
<td>0.29</td>
<td>0.33</td>
</tr>
<tr>
<td>( W_s )</td>
<td>400 ( \mu )m</td>
<td>500 ( \mu )m</td>
</tr>
<tr>
<td>( l_{\text{ms stub}} )</td>
<td>1398 ( \mu )m</td>
<td>1376 ( \mu )m</td>
</tr>
<tr>
<td>( d_s )</td>
<td>2454 ( \mu )m</td>
<td>1358 ( \mu )m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Inter-Resonator Coupling(s)</th>
<th>2-Pole Filter</th>
<th>3-Pole Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( W_{\text{cc}} ) ( \lambda_{\text{lmc}} )</td>
<td>0.37</td>
<td>0.46</td>
</tr>
<tr>
<td>( L_{\text{cc}} )</td>
<td>2141.8 ( \mu )m</td>
<td>2000 ( \mu )m</td>
</tr>
<tr>
<td>( H_{\text{cc}} )</td>
<td>200 ( \mu )m</td>
<td>200 ( \mu )m</td>
</tr>
<tr>
<td>( T_{\text{icw}} )</td>
<td>68 ( \mu )m</td>
<td>100 ( \mu )m</td>
</tr>
</tbody>
</table>

Table 2.4: Dimensions of the coupling structures of the 2- and 3-pole micro-machined band-pass filters.

spacings) compatible with 150 \( \mu \)m-pitch coplanar measurement probes. Thanks to this coplanar interface, the filters can be connected in different ways depending on the configuration of the mother board. If the filter is placed in a cavity manufactured in the receiving board, it can be connected by means of bond-wires. In return, if the silicon chip is intended to be flip-chipped onto a PCB, the coplanar lines on the board and the ones on the chip can be connected using stud bumps. A layout of the transition is depicted in Fig. 2.14. The structure is fully metallised on the back side of the dielectric. Nevertheless, for better visibility, the metal ground plane is not shown in the picture.

![Fig. 2.14: Layout of the back-to-back coplanar to microstrip line transition on silicon.](image)

**Characterisation and Measurements**

The structures have been processed by Philips Research in the MiPlaza facilities in Eindhoven. They have been designed and manufactured in two different runs. The wafers of the first batch
contained only single 2-port cavity resonators and 2-pole band-pass filters. On top of these, the second run included also 3-pole band-pass filters and a 4-pole linear phase filter, which is the topic of a later section. A photograph of the wafer processed during the second process run and containing all structures discussed here is depicted in Fig. 2.15.

The filters have been characterised at EADS Innovation Works in Ottobrunn. They have been measured on-wafer using 150 µm-pitch coplanar measurement probes connected to a vector network analyser. Firstly, the via-less coplanar to microstrip line transition has been measured. The structure is the previously presented back-to-back transition depicted in Fig. 2.14. The insertion loss and return loss of the structure measured using SOLT calibration are plotted in Fig. 2.16. The transition exhibits a satisfactory broadband behaviour from 8.75 GHz up to 24.75 GHz (95.5%). Over this frequency range, the return loss of the back-to-back transition is better than 13 dB and its insertion loss is below 2 dB.

In order to measure accurately the unloaded Q-factor and the resonance frequency of a KOH-etched cavity resonator, a weakly coupled 2-port cavity resonator has been fabricated. The effective dimensions of the fabricated cavity are \( A_{\text{mmc}}=10600 \mu m \), \( B_{\text{mmc}}=1000 \mu m \), and \( L_{\text{mmc}}=10600 \mu m \). The transmit response measured for this cavity is plotted in Fig. 2.17. The measured resonance frequency is 19.879 GHz. It is 0.66% below the theoretical resonance frequency \( F_{0,TE_{101}}=20.012 \) GHz of an "equivalent" waveguide cavity having the same dimensions. Also, from the simulation presented previously it is 0.5% below the resonance frequency of 19.978 GHz, which would be expected for a perfectly manufactured KOH-etched cavity resonator. This down shift of the resonance frequency is attributed to an under-etching of the side-walls of the cavity. In this case, the 0.5% frequency drift is justified by a 26.6 µm under-etching of the cavity walls on all four sides of the resonator. The insertion loss measured for the micro-machined cavity res-
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**Fig. 2.16:** Measured return loss and insertion loss of the back-to-back coplanar to microstrip line transition.

**Fig. 2.17:** Measured response of a weakly coupled 2-port micro-machined cavity resonator.
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The unloaded Q-factor calculated from these values and using (2.4.12) and (2.4.13) is $Q_u = 1410$. It is better than the targeted unloaded Q-factor of $Q_u = 1000$. This value is very close to the theoretical unloaded Q-factor of an "equivalent" waveguide cavity: $Q_u = 1515$ for an air-filled and Au-covered waveguide cavity resonator. This good value obtained for the unloaded Q-factor is a good indicator for the technology. It shows especially the good conductivity of the Au-metallisation sputtered on the walls of the cavity, and it underlines the good quality of the bonding process of the two silicon substrates.

The 2- and 3-pole filters have been measured in the same way as the single 2-port cavity resonator. They were measured using TRL calibration to de-embed the input/output coplanar to microstrip line transitions. The response measured for the 2-pole filter is plotted in Fig. 2.18 and that of the 3-pole filter is shown in Fig. 2.19.

![Fig. 2.18: Measured response of the 2-pole fixed-frequency micro-machined filter.](image)

The response of the 2-pole filter is centred at 19.860 GHz. It is 90 MHz (0.4%) below the centre frequency of $F_0 = 19.95$ GHz specified in Table 2.1 for that filter. This shift corresponds approximately to the one observed for the single cavity resonator, and it is caused by a comparable under-etching of the structures. Further, the ripple of the response in the pass-band is 0.41 dB and the bandwidth measured at that same level is 0.401 GHz (2.02%). It is almost 100 MHz below the value required for the filter. This slight inaccuracy is attributed to a drift of the coupling coefficients away from their targeted values. It is most probably due to the fabrication tolerances of the coupling structures, i.e. under-etching of the coupling slots and coupling cavity, but also eventually to a small misalignment of the two silicon dielectrics. Finally, the in-band insertion loss and return loss are 0.31 dB and 11 dB, respectively. From (2.5.6) [34], this insertion loss measured for the filter corresponds
to an unloaded Q factor of about $Q_{BP}=1000$ for the two micro-machined cavity resonators. It is approximately 400 below the unloaded Q-factor measured for the weakly coupled cavity resonator. This difference is explained mainly by the larger loss dissipated through the wider coupling slots implemented in the 2-pole filter.

$$Q_u = Q_{BP} = \frac{8.686C_n\omega'_1}{w \cdot IL}$$ (2.5.6)

Fig. 2.19: Measured response of the 3-pole fixed-frequency micro-machined filter.

The 3-pole micro-machined filter was measured with a response centred at 19.86 GHz. The pass-band response exhibits a limited in-band ripple, below the 0.3 dB level specified for the filter. At that level, the filter has a bandwidth of 650 MHz (0.3%), which is 150 MHz wider than the 500 MHz given in Table 2.1. The return loss of the filter in the pass-band is better than 14.5 dB.

4-Pole Linear Phase Filter

Standard filters like Tchebycheff filters have transfer functions with non-linear phase in the pass-band. Since the group delay is the first derivative of the phase with respect to frequency, these filters have a non-uniform group delay. For these filters, the signal packets of a broadband signal reach the output of the filter at different times, and the signal is distorted. This situation can be overcome by implementing linear phase filters having by definition a flat group delay. In linear phase filters, all components of the input signal are transmitted to the output of the filter at the same time, and the signal travelling through the filter is not distorted.
Linear phase filters are realised by designing couplings between resonators, which are not electrically adjacent. These additional couplings called cross-couplings enable multiple paths for the signal travelling through the filter. Also, for a suitable amplitude and phase of the cross-couplings, destructive interferences appear between the signals of the various paths, and transmission zeros show up in the transfer function. If these transmission zeros arise at real finite frequencies, the filter response exhibits an infinite attenuation at these frequencies and the filter is said to be elliptic. In return, if the additional transmission zeros are created at imaginary frequencies, the transfer response of the filter shows an improved linearity of the phase in the pass-band. The type of filter response, elliptic or linear phase, depends on the phase of the cross-couplings. In [107], it is shown that a linear phase filter can be realised when both the direct and cross-couplings have the same sign. Thus, it is possible to design linear phase filters with cavity resonators coupled with direct and cross-couplings all realised with inductive coupling cavities.

In the following, a 4-pole linear phase filter with one cross-coupling between the first and the fourth resonator is demonstrated. A schematic of the filter is given in Fig. 2.20.

![Diagram of 4-pole linear phase filter](image)

**Fig. 2.20:** Schematic of the 4-pole linear phase filter.

The filter is designed with four resonators coupled with three direct couplings $K_{12}$, $K_{23}$, and $K_{34}$, and one cross-coupling $K_{14}$. As previously mentioned, both the direct and cross-couplings have the same phase and are inductive. The filter is realised in the same architecture as the one presented in Fig. 2.8 for the 2- and 3-pole micro-machined filters. In the present case however, the filter is realised with four KOH-etched cavity resonators arranged in a square (Fig. 2.21). The direct couplings as well as the cross-coupling are implemented using KOH-etched coupling cavities.

The coefficients of the filter have been provided by Tesat-Spacecom GmbH, and they have been determined according to the method proposed in [108]. These coefficients as well as the electrical parameters of the filter are summarised in Table 2.5.
The electrical parameters of the linear phase filter have been determined in the same way as those of the 2- and 3-pole micro-machined filters. The inductances \( \frac{X_{i,j}}{Z_0} \) are calculated using (2.4.15) and (2.4.19), and the external Q-factors \( Q_{e,1} \) and \( Q_{e,2} \) are calculated from (2.4.14) and (2.4.16), respectively. Also, the coupling structures are similar to the ones implemented in the previously presented micro-machined filters, and especially the 3-pole filter. The coupling slots in input/output of the filter are H-shaped and they are \( W_s=500\mu m \)-wide. They are placed at a distance \( d_s=1358\mu m \), given in the bonding plane, from their respective adjacent side-wall. The coupling cavities are \( H_{cc}=200\mu m \)-deep, \( L_{cc}=2000\mu m \)-long, and all inter-cavity walls are \( T_{icw}=100\mu m \)-thick. A photograph of the realised filter is shown in Fig. 2.22. The response measured for the filter is plotted in Fig. 2.23, and the corresponding group delay is depicted in Fig. 2.24.
Fig. 2.22: Photograph of the 4-pole linear phase filter.

Fig. 2.23: Measured response of the 4-pole linear phase filter.
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The response measured for the 4-pole filter is centred at 19.93 GHz, which is extremely close to the targeted centre frequency of 19.95 GHz (Table 2.1). The ripple measured in the pass-band is negligible and it is by far below the 0.3 dB of variation allowed for the in-band response. The bandwidth measured at that level is 460 MHz (2.3%). The response exhibits a very low in-band insertion loss of 0.9 dB. This insertion loss for the 4-pole filter corresponds to an outstanding unloaded Q-factor of 1133 for the micro-machined resonators. The overall variation of the group delay in the pass-band is 0.49 ns (0.32 ns for the smoothed group delay). This value measured for the filter is better than the maximum 0.7 ns of group delay variation required for the filter. Also, it is sensibly below the variation of the group delay that would be obtained with a 4-pole Tchebycheff filter having similar performance, generally above 1 ns.

2.5.3 Frequency-Agile Filter

Theory and Principle of the Tuning Technique

The frequency-agile filter is based on the 3-pole fixed-frequency band-pass filter. The filter is made steerable over frequency by means of adjustable lines coupled to each cavity resonator of the filter [35]. The adjustable lines are microstrip lines open-circuited at both ends. They are designed on top of the filter, at the same level as the input/output transmission lines. They are inductively coupled to the cavity resonators through coupling slots patterned in their ground plane, in the same way as for the input/output couplings presented in Fig. 2.10. On one side of the slot, the electrical length of the microstrip lines is adjustable by means of RF-MEMS switches. On the other side of the slot, their length is fixed and about one quarter of wavelength. Also, depending on the electrical length of the adjustable stub, the reactance coupled to the cavity resonator can be capacitive or

Fig. 2.24: Measured group delay of the 4-pole linear phase filter.
in inductive, and it may take different values changing the resonance frequency of the resonator. The variable impedance $Z_{\text{var}}$ created by the stub is in parallel with the series $RLC$-resonance of the original cavity resonator. The schematic of a tunable 2-port cavity resonator with one adjustable stub is shown in Fig. 2.25.

The tunable impedance $Z_{\text{var}}$ loading the cavity resonator is the impedance provided by the adjustable stub $Z_1$ after it is transformed by the coupling structure. With $K_{Z1}$ the impedance inverter corresponding to the coupling structure described above, $Z_{\text{var}}$ is given by

$$Z_{\text{var}} = jX_{\text{var}} = j\frac{\tan(\beta l)}{Z_{0,\text{as}}(K_{Z1})^2},$$  \hspace{1cm} (2.5.7)

where $\beta$ and $Z_{0,\text{as}}$ are the propagation constant and the characteristic impedance of the adjustable stub, respectively. Also, $l$ is the physical length of the adjustable stub between the centre of the coupling slot and its open-circuited end. This length $l$ is exclusively on the adjustable side of the stub and it is changed by actuating the RF-MEMS switch. According to Fig. 2.25, the $S_{21}$-parameter of a tunable 2-port cavity resonator is given by

$$S_{21} = \frac{-2}{(R + jL\omega + \frac{1}{jC\omega})(\frac{1}{Z_{\text{var}}} + \frac{Z_0}{K^2}) + \frac{K^2}{Z_{\text{var}}Z_0} + 2},$$ \hspace{1cm} (2.5.8)

in which $Z_0$ is the normalisation impedance (50 $\Omega$), and $K = K_{01} = K_{12}$ is the value of the input/output impedance inverters. The $S_{21}$-parameter calculated using (2.5.8) is plotted in Fig. 2.26 for a fixed and a tunable cavity resonator.
$S_{21}$ has been calculated for $R$, $L$, and $C$ chosen such that the fixed-frequency resonator exhibits a resonance at 19.95 GHz and an unloaded Q-factor of 1000. The response shifted downwards is obtained for an adjustable stub shorter than a quarter-wavelength corresponding to an inductive behaviour of the reactance $X_{\text{var}}$. The response showing a resonance peak above 19.95 GHz corresponds to an adjustable stub longer than a quarter-wavelength providing a capacitance in parallel to the series resonator.

In this plot also, on the left-hand side for the down-shifted resonance, and on the right-hand side for the up-shifted resonance, transmission zeros are observed. They appear for frequencies, at which the adjustable line creates a short circuit in parallel with the series resonator. Also, depending on $K$ and $K_{Z1}$ parasitic resonances might appear on the outside of these transmission zeros. For this reason, in order to preserve the shape of the response, these frequencies of zero transmission shall be far enough away from the resonance peak. Nevertheless, according to (2.5.8), the influence of the adjustable stub is inversely proportional to $Z_{\text{var}}$, and the terms $\frac{1}{Z_{\text{var}}}$ and $\frac{K_{Z1}^2}{Z_{\text{var}}Z_0}$ vanish for large values of the variable impedance. Hence, the smaller the reactance $X_{\text{var}}$, the better is the tunability of the resonance frequency. From that, to ensure both, a good tunability and a well-shaped resonance peak, the ideal value of $X_{\text{var}}$ is a small tunable reactance, which does not cancel itself around the resonance frequency. From (2.5.7), this is achieved by choosing the characteristic impedance $Z_{0,\text{as}}$, and more importantly the impedance inverter $K_{Z1}$, as large as possible. Beyond these parameters, the length of the adjustable stub for both states of the switch plays also a major role. The choice of this length determines both the position of the zeros and the tunability of the filter. These on/off lengths have to be chosen as a trade-off between a satisfactory shape of the resonance peak and the best possible tuning range for the filter.
Concept for the Hybrid Integration of the RF-MEMS Switches

The RF-MEMS switches may be integrated in two different ways onto the micro-machined filters, monolithically or in a hybrid fashion. Nevertheless, because of the 1.6 mm-thickness of the complete filter, it is a challenging task to process MEMS circuits directly on top of the bonded silicon wafers. For this reason, a preferred approach is to integrate the RF-MEMS devices in a hybrid fashion, with the micro-machined cavities and the RF-MEMS processed separately and in parallel. In this case, the adjustable stub is composed of two parts: the microstrip line section directly processed on the top silicon wafer of the filter, and the RF-MEMS tunable stub (Fig. 2.27). The adjustable stubs with the RF-MEMS switches are processed on 300 µm-thick high-resistivity silicon. The silicon chips are placed in cavities diced out of the top silicon wafer, approximately 250 µm away from the micro-machined cavities. They are fixed directly on top of the metal plane processed on the bottom silicon wafer by means of conductive epoxy. The use of conductive glue is necessary to ensure a continuity of the ground plane between the two parts of the microstrip line stub. The microstrip line on the top silicon wafer and the one on the chip are connected using bond-wires. Thanks to the cavity diced out of the top silicon wafer, the length of the bond-wires is kept as small as possible. This allows for a reduction of the parasitic inductance added in series with the microstrip lines. Also, the influence of this unwanted inductance can be further reduced by placing several bond-wires in parallel.

![Diagram of hybrid integration concept](image)

**Fig. 2.27:** Hybrid integration concept of the RF-MEMS tunable stub on the micro-machined cavity resonator silicon substrate.

The major advantage of this tuning concept is its low complexity. According to the proposed architecture, the RF-MEMS circuits are placed outside the cavity resonators, where they are integrated after the silicon wafers are bonded. This enables a fabrication with independent processes for the micro-machined cavities and the RF-MEMS. Also, the assembly does not require the bonding of silicon dielectrics equipped with MEMS structures, as it would be the case if the RF-MEMS circuits were processed inside the cavities [109]. Between others, it overcomes the issue of the high
bonding temperature for the RF-MEMS circuits. The temperature of about 300°C required for the Au-Au thermo-compression bonding is beyond the temperature sustainable by a large majority of RF-MEMS technologies. This makes the integration of RF-MEMS circuits inside micro-machined cavities a challenging task. In return, the proposed method shows also some limitations, especially in terms of tunability. Due to the distortion of the resonance peak observed when the response is steered, the frequency shift reasonably achievable is limited to 4-5%. It is below the tunability reached by some alternative concepts [103], [54], which are however only suitable for planar structures. Also, the method is based on the coupling of cavity resonators to planar transmission lines. These transmission lines contain switches, bond-wires, and they are fabricated on silicon dielectric. Hence, despite the use of low-loss RF-MEMS switches and high resistivity silicon, they suffer from ohmic, dielectric, and radiation losses, which decrease the Q-factor of tunable cavity resonators.

**Design of the Frequency-Agile Filter**

One frequency-agile cavity resonator and one 3-pole tunable filter have been designed according to the technique presented above. However, in order to maximise their tunability, these structures have not been designed with one but with two adjustable stubs coupled to each cavity resonator. In this case, for each cavity, the two tunable lines are placed on opposite sides of the cavity resonator as depicted in Fig. 2.28. The use of an additional adjustable stub for each cavity resonator provides a second variable reactance in parallel with the series resonance of the cavity. For this reason, it allows for a larger on/off reactance ratio and results in an increased tuning of the resonance frequency. In return, this increased tunability is at the price of a lower Q-factor for the tunable resonators because of the higher loss dissipated in the two adjustable stubs. In a first development step, the frequency-agile cavity resonator shown in Fig. 2.28 has been designed.

![Fig. 2.28: 3D view of the 2-port frequency-agile micro-machined cavity resonator.](image-url)
The resonator is made tunable by two adjustable stubs coupled to the cavity through rectangular coupling slots. For the design of this cavity resonator however, RF-MEMS cantilevers were used instead of the previously mentioned switches. The RF-MEMS cantilevers are 400µm-long, and in the upstate they are bent 40µm above the substrate. They are actuated electrically in the same way as the RF-MEMS switches. In this case, the variation of the electrical length is only achieved by changing the effective dielectric constant of the microstrip cantilever. RF-MEMS cantilevers have the advantage of being easier to process than RF-MEMS switches. In return, they have only a limited influence on the electrical length of the stub and are for this reason more appropriate for trimming than for wide range tuning. In the presented design, the reconfigurable microstrip lines as well as the input/output transmission lines are coupled by 2000µm-long and 200µm-wide rectangular coupling slots. These slots are all placed 1218µm away from their respective adjacent side-wall.

The second tunable structure based on the same principle is a 3-pole Tchebycheff band-pass filter (Fig. 2.29). Contrary to the single cavity resonator, the 3-pole filter is made steerable with RF-MEMS switches. It is designed with H-shaped coupling slots for both, the input/output couplings and the couplings of the adjustable microstrip stubs. The coupling slots for the input/output microstrip lines are 3300µm-long and 500µm-wide. They are patterned 1004µm away from their respective side-wall. The other coupling slots for the adjustable microstrip lines are all identical.
They are 2000 µm-long and 200 µm-wide, and they are placed 1222 µm away from their respective adjacent side-wall. In this design, H-shaped coupling slots have been chosen because they allow for stronger couplings between the microstrip lines and the cavity resonators. Also, according to (2.5.7) and (2.5.8), strong couplings favour the tuning range of the filter and preserve the shape of the response around the pass-band. Further, for a given coupling coefficient, the area that has to be left free from metal is smaller for H-shaped slots than for rectangular slots. Hence, H-shaped slots optimise the loss in the coupling structures, and lead to better Q-factors of coupled cavity resonators.

The two inter-resonator coupling cavities are 2000 µm-long and 4492 µm-wide. Also, the first and last cavity resonators are identical and are 10470 µm-long and 10000 µm-wide. The middle cavity resonator is slightly smaller. It is only 10000 µm-long to compensate for the electrical lengths of the two coupling cavities. Finally, the fixed part of the adjustable stubs is 1261 µm-long (approximately λg/4 at the design frequency), and their length can be adjusted in one step between 2566 µm and 3566 µm on the adaptive side.

Measurement and Simulation Results

Both, the tunable cavity resonator and the 3-pole frequency-agile filter have been simulated with the commercial electromagnetic simulator EMPIRE. Nevertheless, within the limited time frame of this work, it was impossible to fabricate both structures, and the choice has been made to manufacture only the 3-pole filter. For this reason, by the time this thesis was written, only simulated responses were available for the tunable cavity resonator. The response of that cavity resonator simulated for both, the up- and the downstate of the RF-MEMS switches, is plotted in Fig. 2.30. On the other hand, because of the large size of the tunable filter and the numerous geometrically small details in the structure, the full-wave simulations of the 3-pole structure have been found to be somewhat inaccurate and laborious. Thus, for this filter most of the design has been performed analytically and no acceptable simulated response could be presented here. In return, the filter was successfully measured on-wafer and the measured steered responses are shown in Fig. 2.31 and 2.32.

The response simulated for the tunable cavity resonator and plotted in Fig. 2.30 exhibits a resonance peak at 19.65 GHz when the cantilevers are left in the upstate, and 19.93 GHz when they are actuated down. This shift of the resonance frequency corresponds to a tuning range of 280 MHz (1.4%). It is relatively modest in regards to what is expected for the tunable filter. As already mentioned, this limited tunability is justified by the use of RF-MEMS cantilevers for adjusting the microstrip stubs, and by the implementation of rectangular slots for their coupling to the cavity. Further, as one can see on the left-hand part of the graph in Fig. 2.30, the transmission zeros and parasitic resonances observed and discussed with the schematic (Fig. 2.25 and 2.26) are also visible in the full-wave simulation. For the cavity resonator presented here, the parasitic resonances appear at 17.99 GHz in the 'downstate' response, and 22.42 GHz in the 'upstate' response. The amplitude of these resonances are -14.6 dB and -26.4 dB in the two configurations, respectively.
Fig. 2.30: Response of the tunable cavity resonator simulated for open/closed RF-MEMS switches.

Fig. 2.31: Measured response of the 3-pole frequency-agile band-pass filter.
The graphs in Fig. 2.31 and 2.32 show the filter responses corresponding to the three possible switching states of the 3-pole filter. The three plots referred to as "upstate/upstate", "upstate/downstate", and "downstate/downstate", indicate the position of the RF-MEMS switches on the two sides of the filter. The curve named "upstate/upstate" corresponds to the response of the filter when all the six switches are left open. The curve designated 'upstate/downstate' is the filter response achieved when three switches, all on the same side of the filter, are actuated down. Finally, the plot named 'downstate/downstate' is the response of the filter measured when all the switches are closed. Among the six switches mounted in the filter, all the switches placed on a same side of the filter, top or bottom, have to be actuated together and at the same time. This grouped actuation of the switches is mandatory to ensure that all cavity resonators exhibit their resonance at the same frequency. This is necessary to achieve a satisfactory shape for the filter response in the pass-band.

In Fig. 2.31, the plots show well-formed pass-band filter responses steered around 20 GHz. For a configuration of the filter with all the switches open, i.e. the adjustable stubs are shorter than $\lambda/4$, the filter response shows a pass-band centred at 19.57 GHz. In this case also, it has an in-band ripple of 0.6 dB, slightly above the 0.3 dB of ripple allowed by the requirements in Table 2.2. The bandwidth of the response measured at that same level is 500 MHz (2.55%). It corresponds exactly to the expected bandwidth specified however at -0.3 dB. In the second switching configuration when three switches are actuated down, the filter response is steered up to 19.94 GHz. This centre frequency measured for the middle state is close to the targeted frequency specified at 19.95 GHz. Finally, for the third switching state when all switches are closed, the filter shows a response with a pass-band centred at 20.31 GHz. These three frequencies measured for the three states of the filter correspond to a satisfactory tuning range of 0.74 GHz (3.71%). It is nevertheless sensibly below the
challenging tuning range of 1 GHz (5%) targeted for the filter. In the three switching configurations, the filter exhibits an almost constant bandwidth close to the goal bandwidth of 500 MHz. When all the switches of the filter are closed, the bandwidth is 520 MHz (2.56%). In the 'upstate/downstate' configuration, it is exactly 500 MHz (2.51%) as well as in the 'upstate/upstate' configuration. Further, the in-band insertion loss of the filter is 2 dB/2.5 dB/1.9 dB, in the 'upstate/upstate', 'upstate/downstate', and 'downstate/downstate' configurations, respectively. These levels of in-band insertion loss are approximately 0.5 to 1 dB above what was allowed for the filter. However, they correspond to satisfactory unloaded Q-factors of 332/271/348 for each tunable cavity resonator and for the three states of the filter. For any switching state, the return loss in the pass-band is better than 8 dB. Finally, as previously mentioned and as shown in Fig. 2.32, the steered filter responses have transmission zeros and parasitic resonances in the neighbourhood of the pass-band. However, for the demonstrated filter they are relatively far from the pass-band, 12% below and 10% above the resonance peaks. Also, the amplitude of these parasitic resonances is rather small and below -22 dB for the highest resonance.

2.6 Fixed and Tunable Substrate-Integrated Cavity Resonator Filters at 15 GHz in LTCC

2.6.1 Motivations and Targeted Application for LTCC Filters in Ku-Band

The fixed-frequency and tunable filters presented in the next sections have been developed for Unmanned Air Vehicle (UAV) military data-link at Ku-band. They are foreseen for integration on both sides of the communication link: on-board of UAV and in the control station on ground. They aim at replacing interdigital filters, which have been successfully implemented up to now as Local Oscillator (LO) filters of UAV transceivers. Nevertheless, these filters are the largest components of the front-end, and they represent now a bottleneck for a further size reduction of the complete system. As the next generation of products will require improved performance and reduced size, the newly developed filters have been chosen to be realised in LTCC. The LTCC technology allows for 3D-integration of different components in the same ceramic board, and it offers the advantage of being low-cost for large fabrication scale. Further, thanks to recently developed low-loss ceramic tapes like DuPont 943, satisfactory RF-performance is expected for the filters.

The electrical specifications of the fixed-frequency filter are defined by the communication channel used for the data-link. These specifications are listed in Table 2.6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre Frequency $F_0$</td>
<td>15 GHz</td>
</tr>
<tr>
<td>3 dB Bandwidth $\Delta F$</td>
<td>800 MHz</td>
</tr>
<tr>
<td>Insertion Loss $IL$ in 200 MHz</td>
<td>&lt;0.5 dB</td>
</tr>
<tr>
<td>In-Band Return Loss</td>
<td>16 dB</td>
</tr>
<tr>
<td>Out-of-Band Rejection at 12.6 GHz</td>
<td>&gt;24 dB</td>
</tr>
</tbody>
</table>

Table 2.6: Electrical specifications of the fixed-frequency LTCC filter.
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The out-of-band rejection given in this table aims at filtering the second harmonic of the LO of the transceiver working at 6.3 GHz. Also, in order to assess the opportunity of a frequency-agile filter integrated in LTCC, the specifications of a 2-state tunable filter have been derived from those of the fixed-frequency filter. These specifications are given in Table 2.7 for the two states of the filter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value State 1</th>
<th>Value State 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centre Frequency $F_0$</td>
<td>15.6 GHz</td>
<td>16.0 GHz</td>
</tr>
<tr>
<td>3 dB Bandwidth $\Delta F$</td>
<td>800 MHz</td>
<td>800 MHz</td>
</tr>
<tr>
<td>Insertion Loss $IL$ in 200 MHz</td>
<td>&lt;0.5 dB</td>
<td>&lt;0.5 dB</td>
</tr>
<tr>
<td>In-Band Return Loss</td>
<td>16 dB</td>
<td>16 dB</td>
</tr>
<tr>
<td>Out-of-Band Rejection:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13.2 GHz</td>
<td>&gt;24 dB</td>
<td>–</td>
</tr>
<tr>
<td>13.6 GHz</td>
<td>–</td>
<td>&gt;24 dB</td>
</tr>
</tbody>
</table>

Table 2.7: Electrical specifications of the frequency-agile LTCC filter.

2.6.2 Fixed-Frequency Filter

Design of the Fixed-Frequency Filter

The fixed-frequency band-pass filter is designed with two inductively coupled cavity resonators. The cavity resonators are realised in LTCC according to the Substrate-Integrated Waveguide (SIW) technique [110], [36]. Each cavity resonator is closed on its top and bottom sides by fully metallised planes. The side-walls of the cavities are designed with rows of vias manufactured in LTCC. The vias connect the top and bottom metal planes of the cavities. They are separated by a pitch of 513 µm (approx. $1/14\lambda_d$ at 15 GHz). Also, these vias are connected together using metal stripes patterned between the LTCC layers, which the vias traverse. The stripes connecting the vias are separated by one 110 µm-thick layer of LTCC. These stripes and the vias form a 2-dimensional grid. This design of the side-walls aims at the realisation of electrical boundaries, which are as dense as possible to prevent the electromagnetic field from propagating outside the cavity. The cavity resonators are five 110 µm-thick LTCC layers deep (550 µm).

The filter was designed using the low-pass to band-pass transformation technique already used for the previously presented micro-machined filters [34]. The filter is a 2-pole Tchebycheff filter with 0.5 dB of in-band ripple. The coefficients of the low-pass prototype filter as well as the electrical parameters of the band-pass filter are given in Table 2.8. The electrical parameters, external Q-factors and coupling inductance, have been calculated using successively (2.4.14), (2.4.15), (2.4.16), and (2.4.19), in the same way as for the micro-machined filters presented in section 2.5.

In a first step, the behaviour of a single 2-port cavity resonator was investigated. The cavity resonator is inductively coupled to input and output 50 Ω lines. These input/output transmission lines are microstrip lines buried in LTCC, one layer below the metal plane closing the cavity on its top side. Also, the ground plane of the buried microstrip lines is formed by an extension of that same top metal plane.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-Pass Prototype Filter</td>
<td>((g_0; g_1; g_2; g_3))</td>
</tr>
<tr>
<td>Band-Pass Filter</td>
<td>((Q_e)_A)</td>
</tr>
<tr>
<td></td>
<td>((Q_e)_B)</td>
</tr>
<tr>
<td></td>
<td>(\frac{X_{1,2}}{Z_0})</td>
</tr>
</tbody>
</table>

Table 2.8: Coefficients of the low-pass prototype filter and electrical parameters of the 2-pole substrate-integrated band-pass filter.

The lines are led into the cavity resonator through openings realised in the rows of vias forming the side-walls of the cavity. The coupling itself is achieved using vias processed inside the cavity resonator. These so-called "coupling vias" are parallel to the adjacent side-wall of the cavity resonator. They are realised between the end of the input/output lines, and the bottom of the cavity. A 3D view of the described coupling structure is shown in Fig. 2.33.

There are different configurations possible for the design of the coupling via. Depending on the desired coupling, the via can be long (up to 440\(\mu\)m) or short (no via), and it can be placed at various distances from the side-wall of the cavity. In order to reduce the number of possibilities to study, the maximum length of 440\(\mu\)m has been chosen for the coupling via. This configuration has been selected because it allows for a very wide range of achievable coupling coefficients. Also, since the length of the coupling via is fixed, the coupling coefficient is controlled by the position of the via inside the cavity. For design purposes, the 2-port cavity resonator has been simulated for different positions of the input/output coupling vias. The 1-port external Q-factor has been calculated from the simulated \(S_{21}\)-parameter using successively (2.4.12), (2.4.13), (2.4.11), and (2.4.10).
It is plotted versus the position of the coupling via in the cavity resonator in Fig. 2.34.

These values calculated for the external Q-factor are valid for coupling vias placed on the axis of symmetry of the cavity resonator. The position of the coupling via is referenced by the distance $d_v$ between the centre of the coupling via and the side-wall of the cavity (Fig. 2.33). In the plot, this distance is normalised to the length $L$ of the cavity resonator. The calculations have been performed for a diameter of 120 $\mu$m for the coupling via. However, further simulations have highlighted the relatively low influence of that diameter on the coupling coefficient. Further, in order to be able to calculate the position of the coupling via $d_v$ corresponding to a targeted external Q-factor, the simulated values have been interpolated with a 4th order polynomial. It is given by

$$\frac{d_v}{L} = 0.44791312 - 0.28613651 \cdot 10^{-1} \cdot \left(Q_{e,1/2}\right) + 0.92755911 \cdot 10^{-3} \left(Q_{e,1/2}\right)^2$$

$$- 0.11009298 \cdot 10^{-4} \left(Q_{e,1/2}\right)^3 + 0.26210014 \cdot 10^{-7} \left(Q_{e,1/2}\right)^4.$$  \hspace{1cm} (2.6.1)

The 2-pole filter is designed with two cavity resonators juxtaposed such that they have exactly one entire side-wall in common. The two cavities are coupled through an inductive iris opened in the row of vias forming the inter-cavity wall. This inductive iris is similar to apertures commonly implemented to couple resonators in waveguide filters. However, due to the diameter of the vias, and more importantly due to the width of the metal stripes connecting them (approx. 200 $\mu$m), the iris is thick. For this reason, the achieved coupling is weaker than that obtained for a thin iris having the same width. The $S_{21}$-parameter of the iris has been calculated for various openings using full-wave simulations. The inductance $\frac{X}{Z_0}$ calculated from the simulated $S_{21}$ using (2.5.4) is plotted against the relative width of the iris $\frac{W_I}{A}$ in Fig. 2.35.
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**Fig. 2.35:** Value of the normalised inductance achieved by the thick inductive iris.

In this plot, the discrete values obtained by simulations have been interpolated with a 4th order polynomial given by

\[
\frac{W_l}{A} = -0.20802512 \cdot 10^{-1} + 10.62321824 \cdot \left(\frac{X}{Z_0}\right) - 102.18347231 \left(\frac{X}{Z_0}\right)^2
\]

\[
+ 314.17192547 \left(\frac{X}{Z_0}\right)^3 - 262.51797656 \left(\frac{X}{Z_0}\right)^4. 
\]  \hspace{1cm} (2.6.2)

(2.6.1) and (2.6.2) are the design equations of the substrate-integrated filter presented here. They are used together with the electrical parameters given in Table 2.8 to determine the dimensions of the coupling structures of the band-pass filter. From this, the position of the input and output coupling vias is \( \frac{d_1}{L} = 0.122 \), and the relative width of the inductive iris is \( \frac{W_l}{A} = 0.297 \). A 3D view of the 2-pole substrate-integrated filter showing the \( E_y \)-component of the electromagnetic field at the design frequency of 15 GHz is given in Fig. 2.36.
Characterisation and Measurements

In order to measure the structures using 250 µm-pitch coplanar measurement probes, a buried microstrip line to coplanar transition has been designed. The transition is realised with one via processed in the uppermost LTCC layer, between the buried microstrip line and the centre conductor of the coplanar line. The transition can be de-embedded using TRL calibration standards. However, the subsequent measurements were performed using SOLT calibration at the probes tips, and the transitions are included in the measured S-parameters. Firstly, a square cavity resonator of length $A = L = 5431$ µm has been realised and measured. Also, in order to calculate its unloaded Q-factor with a good accuracy, the cavity is weakly coupled in input and output, and the coupling vias are only 110 µm-long. The $S_{21}$-parameter measured around the resonance peak is shown in Fig. 2.37.

The measured resonance peak of the cavity resonator is at 15.25 GHz. It is 890 MHz (5.8%) above the theoretical resonance frequency of 14.36 GHz calculated for an ideal cavity resonator having the same dimensions. This frequency shift can be explained by the influence of different phenomena. The first source of inaccuracy are the fabrication tolerances of the structures. Nevertheless, the shrinkage of LTCC, 9.4%-10% for DuPont 943, is a well-controlled mechanism. It is compensated...
by up-scaling the layout before patterning the metal structures on LTCC. In most cases, this compensation, calculated here at 9.6% by the manufacturer, allows for a limited residual shrinkage. The resulting shrinkage is generally about 100 µm-150 µm measured along the diagonal of the entire 4" LTCC wafer. Another possibility could be an inaccuracy in the value used for the dielectric constant of the ceramic material. However, the dielectric constant of DuPont 943 has been intensively investigated in the literature [68], [67], and it is not expected to be responsible for such a frequency shift. The last effect is due to the via-based input/output coupling structures. The coupling vias are designed inside the cavity resonator at a certain distance (here 442 µm) from the side-walls of the cavity. The vias are parallel to the electric field of the TE$_{101}$-mode, and they reduce the effective electrical length of the cavity resonator. Nevertheless, this phenomenon does not constitute a limitation of the proposed coupling technique, as long as it is taken into account when designing the structures. The unloaded Q-factor calculated from the measured $S_{21}$-parameter is $Q_u=290$. This value is in good agreement with the theoretical Q-factor of 284.6, calculated from $\tan \delta=0.0015$ for the ceramic dielectric and $\sigma=4.09e7$ S/m for the Au-metallisation.

**Fig. 2.37:** Resonance peak of the weakly coupled substrate-integrated cavity resonator.

The response of the 2-pole band-pass filter has been measured in the same way as the 2-port cavity resonator. The measured $S_{11}$ and $S_{21}$-parameters of the filter response are plotted in Fig. 2.38. The measured filter response has a pass-band centred at 15.09 GHz, 0.6% above the targeted centre frequency of 15 GHz. The bandwidth of the filter response 3 dB below the transmission maximum is 813 MHz (5.39%). It is only 13 MHz wider than the bandwidth required in Table 2.6, at that same attenuation level. Finally, the return loss is better than 13.8 dB and the minimum in-band insertion loss is about 1 dB. From (2.5.6), this in-band insertion loss corresponds to an unloaded Q-factor of $Q_u=160$ for the two substrate-integrated resonators. This unloaded Q-factor is too low
to meet the requirement of 0.5 dB of insertion loss for the filter. This situation can be overcome by implementing resonators with higher Q-factors like air-filled cavity resonators. This solution would however result in a larger filter.

![Measured response of the 2-pole substrate-integrated cavity resonator filter.](image)

**Fig. 2.38:** Measured response of the 2-pole substrate-integrated cavity resonator filter.

### 2.6.3 Frequency-Agile Filters

The fixed-frequency substrate-integrated filter is used as starting-point for the development of the frequency-agile filter. The specifications of the tunable filter were presented previously in Table 2.7. The tunable filter is a 2-pole filter. It aims at the same response as the fixed-frequency filter but steerable in one 400 MHz-step between 15.6 GHz and 16.0 GHz. Nevertheless, in order to assess the performance achievable with the proposed tuning technique, two frequency-agile filters are presented in the coming sections. They are based on a tuning concept similar to the technique introduced for the frequency-agile micro-machined filters.

#### Tuning Concept and Hybrid Integration of the RF-MEMS Devices

For both filters, the response is tuned by means of adjustable stubs coupled inductively to the cavity resonators. The adjustable stubs are coplanar lines. They are realised in two parts processed separately on the LTCC substrate and on silicon chips. The electrical length of the stubs is controlled electrically by actuating RF-MEMS cantilevers processed on silicon. The RF-MEMS cantilevers are 400 µm-long and the silicon chips are made out of 300 µm-thick high resistivity silicon dielectric. The silicon chips are integrated in a hybrid fashion in cavities processed in LTCC. These cavities are approximately 200 µm away from the cavity resonators. The metal structures patterned on the silicon chips are connected to the metal lines on LTCC by means of Al bond-wires. These
bond-wires are kept as short as possible by manufacturing the cavities with a three LTCC layer depth (330 μm). This compensates well the thickness of the silicon chips once they are fixed on about 100 μm of conductive epoxy glue. The DC-control lines necessary to actuate the RF-MEMS circuits are designed in free layers of the LTCC substrate. They connect bond-pads placed near the RF-MEMS chips to a foot-print, on which the actuation signals are applied. The DC-control pads on LTCC and the bias pads on silicon are connected using Al bond-wires as for the RF signal. A cross-sectional drawing of the LTCC board with the RF-MEMS chips is depicted in Fig. 2.39.

**Fig. 2.39: Hybrid integration concept of the coplanar RF-MEMS cantilevers on the LTCC substrate.**

### Design of the Frequency-Agile Filters

One 2-port cavity resonator and two tunable filters have been realised according to the tuning technique described here. The single cavity resonator and the first filter are designed with one adjustable stub per cavity resonator. The second filter aiming at an increased tuning range is designed with two adjustable coplanar stubs for each cavity resonator. For these filters, RF-MEMS cantilevers have been preferred to switches because they are easier to produce, and they offer a satisfactory tuning range sufficient for the required specifications. Depending on the state of the RF-MEMS cantilevers, the impedance seen by the cavity resonator is capacitive or inductive, and the resonance frequency is shifted upwards or downwards, respectively. The length of the adjustable stubs in both the up- and the down-state has been optimised using full-wave simulations to take the influence of the bond-wires into account. The dimensions are summarised in Table 2.9.

The structure used to couple the adjustable stubs is similar to the coupling vias implemented in input/output of the filters. Nevertheless, since the adjustable stubs are on top of the LTCC substrate (Fig. 2.39), these vias are 110 μm (one LTCC layer) longer than the input/output vias. Also, in order to achieve a large tuning range, the vias of the adjustable stubs are designed to achieve a strong coupling with the cavity resonators (2.5.7), (2.5.8). This is implemented by placing them 890 μm away from the side-walls of the cavities for the first filter, and 690 μm for the second filter. From the graph in Fig. 2.34, these distances correspond to external Q-factors of about 15, for a
via that is nevertheless 110 μm shorter. This strong coupling between the cavity resonators and the tuning stubs is chosen to favour the tunability of the filters, which is however at the price of larger insertion loss.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Coplanar line on LTCC</th>
<th>Coplanar line on Si (Downstate)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Line Gap G</td>
<td>100 μm</td>
<td>224 μm</td>
</tr>
<tr>
<td>Line Width W</td>
<td>90 μm</td>
<td>208 μm</td>
</tr>
<tr>
<td>Line Length</td>
<td>1160 μm (1st filter), 960 μm (2nd filter)</td>
<td>620 μm (both filters)</td>
</tr>
</tbody>
</table>

Table 2.9: Dimensions of the coplanar adjustable stubs of the LTCC tunable filters.

A photograph of the two frequency-agile filters is shown in Fig. 2.40. The filter with one adjustable stub per cavity resonator is shown on the left-hand side of the photograph. The filter with enhanced tunability and with two adjustable stubs per cavity resonator is shown on the right-hand side. A micrograph of the RF bond-wire connection between the lines patterned on LTCC, and the RF-MEMS structures processed on silicon is depicted on the lower part of the picture.

**Fig. 2.40: Photograph of the RF-MEMS frequency-agile filters on LTCC DuPont 943.**

**Characterisation and Measurements**

The frequency-agile cavity resonator and 2-pole filters have been measured using a setup similar to the one used for the fixed-frequency LTCC filter. In the present case however, the on-wafer probing station was equipped with a DC-wedge enabling the control of the RF-MEMS circuits. The $S_{21}$
parameter measured for the cavity resonator and for the two states of the RF-MEMS cantilever is shown in Fig. 2.41. The measured responses of the tunable filters are plotted in Fig. 2.42 and 2.43 for the filter with one adjustable stub per cavity resonator, and in Fig. 2.44 for the filter with two adjustable stubs per cavity resonator.

**Fig. 2.41:** Response of the tunable substrate-integrated cavity resonator with one adjustable stub.

The resonance peak of the cavity resonator is shifted from 15.77 GHz for the cantilever in the down-state to 16.37 GHz, when it is in the up-state. The unloaded Q-factor of the resonator calculated from the measured $S_{21}$ parameter is 115.4 in the down-state, and 81.0 in the up-state (2.4.12), (2.4.13). These values of the unloaded Q-factor are considerably below the Q-factor measured for the fixed-frequency resonator. This increased loss in the resonator is justified by the power dissipated in the planar transmission lines, but also most probably by a sub-optimal realisation of the RF bond-wire connection.

The graphs plotted in Fig. 2.42 and 2.44 show well-formed filter transfer functions. For the filter realised with one adjustable stub per cavity resonator, the filter response is tuned over 3% (446 MHz). The filter designed for enhanced tunability has a tuning range that is greater than twice the tuning range of the first filter: 7.2% (1077 MHz). The 3 dB bandwidth of the filters is about 4.8% for the first filter and 4.3% for the enhanced filter. For both filters, these bandwidths are rather constant when the responses are tuned over frequency. Finally, the measured insertion loss are 3.1/4.0 dB and 5.7/5.0/4.7 dB for the first and second filter, respectively. This level of in-band insertion loss is above the 0.5 dB of loss allowed for the filter. It is also nearly 3 to 4 dB above the insertion loss measured for the fixed-frequency filter. As previously mentioned, this increased loss level for the tunable filters was expected, and it is due to the loss dissipated in the tuning structures.

Further, as presented in section 2.5.3, the filters made steerable according to the proposed tuning
2.6 Fixed and Tunable Substrate-Integrated Cavity Resonator Filters at 15 GHz in LTCC
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**Fig. 2.42:** Response of the tunable LTCC filter with one adjustable stub per cavity resonator.
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**Fig. 2.43:** Response of the tunable LTCC filter with one adjustable stub per cavity resonator - wideband plot.
technique have transmission zeros and parasitic resonances in the vicinity of the pass-band. For the tunable filters demonstrated here, these appear approximately 20% below and above the pass-band. Depending on the coupling between the adjustable stubs and the cavity resonators, the parasitic resonances may be relatively high up to -15 dB (Fig. 2.43). These parasitic resonances depend on the tuning range of the filter, and they move closer to the pass-band as the tuning range increases. If they are cumbersome for the performance of the entire system, band-stop filters may be designed to filter them out.

2.7 Ferro-Electric Varactor based Temperature-Compensated Substrate-Integrated Cavity Resonator

As the integration density of RF front-ends increases, the dissipation of thermal power becomes a major challenge. There exist basically two ways of facing that thermal power management issue. A first approach aims at keeping the temperature of the whole module at a level acceptable for the components. In most cases, this is implemented by means of structures like thermal vias or other heat dissipating structures. These structures allow for a better heat extraction out of the system, and compensate the reduced surface available for the thermal exchange. Nevertheless, in complex systems an accurate control of the temperature is a challenging task, and the components might be exposed to temperature variations. For this reason, components of highly integrated front-ends have to be rather insensitive to operating temperature, and the electrical properties of devices like filters and amplifiers shall remain almost stable over the temperature range specified for the system. This is addressed in the next sections for the previously presented LTCC-integrated resonator.
2.7.1 Influence of Temperature on the DuPont 943 Ceramic Substrate

In order to investigate the temperature behaviour of the DuPont 943 LTCC dielectric, two resonators have been measured over temperature. The resonators are a substrate-integrated cavity resonator and a stripline resonator, both realised on a same 6-layer DuPont 943 wafer. They are weakly coupled in input and output to ensure an accurate measurement of their resonance frequency. The cavity resonator used to perform the measurements is the substrate-integrated cavity resonator presented in section 2.6. This cavity is square and its length and width is \( A = L = 5431 \mu m \). The stripline resonator is a side-coupled resonator realised with one half-wavelength transmission line section. It is open-circuited at both ends, and it is capacitively coupled to input/output striplines as shown in Fig. 2.45.

![Contour of the Top and Bottom Ground Planes](image.png)

**Fig. 2.45:** Layout of the weakly coupled stripline resonator in LTCC DuPont 943 (dimensions in \( \mu m \)).

The fundamental resonance frequency of the resonators is calculated by

\[
\text{Rectangular Cavity Resonator: } F_{0,RC} = \frac{c}{2\pi \sqrt{\mu_\epsilon}} \cdot \sqrt{\left(\frac{\pi}{A}\right)^2 + \left(\frac{\pi}{L}\right)^2},
\]

\[
\text{Stripline Resonator: } F_{0,\text{Strip}} = \frac{c}{2\pi \sqrt{\mu_\epsilon}} \cdot \left(\frac{\pi}{D}\right),
\]

where \( A \) and \( L \) are the length and the width of the rectangular cavity resonator, and \( D \) is the length of the stripline resonator. In order to achieve the same resonance frequency with both resonators, \( A, L, \) and \( D \) shall verify

\[
A = L = \sqrt{2}D.
\]
The stripline resonator is patterned in the middle metal layer, three LTCC layers below and above the top and bottom ground planes, respectively. In order to measure the S-parameters with coplanar measurement probes, the input and output striplines are terminated by stripline-to-coplanar transitions. These transitions are designed with vias punched in LTCC. The resonance peak of the resonators has been measured between room temperature (30°C) and 120°C. This temperature range of the experiment was limited by the maximum temperature sustainable by the on-wafer measurement probes. The variation of the resonance frequency of the two resonators versus temperature is plotted in Fig. 2.46.

![Graph of relative variation in % of the resonance frequency versus temperature](image)

Fig. 2.46: Variation in % of the resonance frequency of the cavity and stripline resonators against temperature.

For both resonators, the measured resonance frequency is shifted by about -0.48% over the 90°C-temperature range. This variation occurs with a nearly constant slope of -53.3 ppm/°C, at any point within 30°C - 120°C. This down-shift of the resonance frequency is explained by two mechanisms: the geometrical dilatation of the structures when the temperature increases, and the variation of the dielectric constant of the substrate with the temperature. From this and according to (2.7.1) and (2.7.2), the variation of the resonance frequency of the resonators versus temperature is calculated by

Rectangular Cavity Resonator:

\[
\frac{\partial F_0,RC}{\partial T} = \frac{\partial F_0,RC}{\partial \epsilon_r} \cdot \frac{\partial \epsilon_r}{\partial T} + \frac{\partial F_0,RC}{\partial A} \cdot \frac{\partial A}{\partial T} + \frac{\partial F_0,RC}{\partial L} \cdot \frac{\partial L}{\partial T},
\]

(2.7.4)

Stripline Resonator:

\[
\frac{\partial F_0,Strip}{\partial T} = \frac{\partial F_0,Strip}{\partial \epsilon_r} \cdot \frac{\partial \epsilon_r}{\partial T} + \frac{\partial F_0,Strip}{\partial D} \cdot \frac{\partial D}{\partial T}.
\]

(2.7.5)
Further, in the special case of a square cavity resonator with \( A = L \) as described above, the resonance frequency of the cavity is reduced to

\[
F_{0,SC} = \frac{c}{\sqrt{2 \cdot \mu_r \varepsilon_r}} \cdot \left( \frac{\pi}{A} \right),
\]

and the variation of the resonance frequency of this cavity versus temperature is calculated by

\[
\frac{\partial F_{0,SC}}{\partial T} = \frac{\partial F_{0,SC}}{\partial \varepsilon_r} \cdot \frac{\partial \varepsilon_r}{\partial T} + \frac{\partial F_{0,SC}}{\partial A} \cdot \frac{\partial A}{\partial T}.
\]

The geometrical response of a material to temperature changes is given by its so-called linear Thermal Coefficient of Extension (TCE). This coefficient describes the way solids typically expand in response to heating and contract on cooling. The variation of the resonance frequency due to the temperature-dependent dilatation of the dielectric material is calculated by

\[
\frac{\partial F_{0,SC}}{\partial A} \cdot \frac{\partial A}{\partial T} = \frac{c}{\sqrt{2 \cdot \mu_r \varepsilon_r}} \cdot \left( \frac{-1}{A^2} \right) \cdot TCE_{DuPont943} \cdot A,
\]

\[
\frac{\partial F_{0,Strip}}{\partial D} \cdot \frac{\partial D}{\partial T} = \frac{c}{2\sqrt{\mu_r \varepsilon_r}} \cdot \left( \frac{-1}{D^2} \right) \cdot TCE_{DuPont943} \cdot D.
\]

For the LTCC DuPont 943 material, the value of that TCE is given in the literature at 6 ppm/°C [66]. Thus, from (2.7.8) and (2.7.9), the variation of the resonance frequency due to thermal expansion is -86151.3 Hz/°C and -87203 Hz/°C for the LTCC-filled cavity and the stripline resonator, respectively. Hence, for the 90°C-temperature span considered here, the geometrical dilatation is responsible for a frequency shift of -7.75 MHz for the cavity resonator, and -7.85 MHz for the stripline resonator.

These values calculated for the two resonators are extremely close to each other. They correspond approximately to 10% of the overall measured frequency shift. The remaining frequency shift is attributed to a change of the dielectric constant of the LTCC material when the temperature increases. This is determined from the resonance frequency measured for the resonators at a given temperature and from their actual dimensions at that same temperature. The value of \( \varepsilon_r \) at a temperature \( T = T_0 \) is calculated using

\[
\varepsilon_r,T_0 = \frac{c^2}{2 F_{0,T_0}^2 A_{T_0}^2},
\]

\[
\varepsilon_r,T_0 = \frac{c^2}{4 F_{0,T_0}^2 D_{T_0}^2}.
\]

where \( A_{T_0} \) is the length of the square cavity resonator, and \( D_{T_0} \) is the length of the stripline resonator, both at \( T_0 \). The relative variation of \( \varepsilon_r \) is plotted versus temperature in Fig. 2.47. For both resonators, the relative variation of the dielectric constant is about 0.87% between 30°C and 120°C. From this, the temperature coefficients of the dielectric constant (TCK) calculated for the cavity and the stripline resonator are very close. They are almost constant and about 96 ppm/°C over the entire 90°C temperature-range. This value obtained for the TCK of DuPont 943...
is remarkable. It indicates that the dielectric constant of DuPont 943 increases with temperature, whilst it decreases for some other microwave substrates. An example of that is the Teflon based Rogers RT/Duroid 5880 material, which has a TCK of -125 ppm/°C [111].

Fig. 2.47: Variation in % of the relative permittivity of the DuPont 943 material over temperature.

2.7.2 Previous Work on Temperature-Compensated Resonators and Filters

There exist several ways of reducing the influence of temperature on the resonance frequency of resonators. A first technique consists in optimising the composition of the dielectric materials. Advanced chemical engineering makes possible the realisation of materials with low TCE and TCK, which offer almost constant performance over temperature. In [112], a microwave dielectric with enhanced temperature stability for the dielectric constant is demonstrated. The paper presents a way to reduce the TCK of a ceramic dielectric from 500 ppm/°C down to 50 ppm/°C by adding bismuth to the original material. According to a similar principle but with different materials, [113] and [114] present dielectrics with nearly constant permittivity. They demonstrate high-permittivity ceramic dielectrics with outstanding TCK of 2 ppm/°C and beyond. Besides a compensation of the substrate itself, the influence of the temperature can be overcome by designing compensating structures. In most cases, these structures are coupled directly to the temperature-sensitive resonators. They are either implemented with active components controlled by an explicit actuation [115], [116], or using passive devices. Among these techniques, passive structures constitute the most promising approach. Due to the influence of the temperature on their electrical or mechanical properties, they compensate the shift observed in the performance of the uncompensated resonators. In the literature, passive mechanical compensation techniques have been extensively investigated. Often, they are used to reduce the frequency shift of waveguide filters versus temperature [117], [118], [119].
These structures are based on the use of different materials or metals having different TCE. They are designed in such a way that the influences of the temperature on the different parts cancel each other. Nevertheless, these techniques rely on bulky mechanical connections between the resonators and the compensation structures, and they are not appropriate for miniature filters. To remedy this situation, some other solutions with resonators loaded electrically by compensating structures have been proposed. In [120], a technique using a temperature-dependent capacitance is patented. The capacitance is coupled thermally and electrically to a transmission line resonator processed in a dielectric block. The dielectric used for the capacitance has a temperature-dependence of opposite sign to that of the resonator to compensate. For this reason, it does not require any actuation signal for the temperature compensation.

### 2.7.3 Principle and Design of the Temperature-Compensated Cavity Resonator

The technique used to compensate the temperature-dependence of the LTCC-integrated resonator utilises Barium Strontium Titanate ferro-electric materials (Ba$_x$Sr$_y$TiO$_3$ or BST). BST ferro-electrics are dielectrics with high dielectric constants from hundreds up to several thousands. They exhibit a remarkable temperature behaviour because their dielectric constant varies strongly with the temperature. Also, when they are used in thin films, they allow for the realisation of capacitances, which can be controlled by an electrostatic field or thermally. However, in the frame of the described application, it is for their temperature behaviour that ferro-electric varactors have been introduced.

The ferro-electric varactors implemented for the temperature compensation are presented in section 1.4.3. According to the proposed technique, the temperature-sensitive capacitance is inductively coupled to the cavity resonator. Also, the coupling coefficient between them is determined in order to compensate the frequency shift measured for the original resonator with the variable capacitance. Two kinds of BST capacitors were available to design the compensating structures. A first family of capacitances was processed using BST 70-30 (Ba$_{0.7}$Sr$_{0.3}$TiO$_3$) thin films. The other capacitors were fabricated with BST 55-45 (Ba$_{0.55}$Sr$_{0.45}$TiO$_3$) thin films. The properties of these two ferro-electric materials are similar. Nevertheless, BST 55-45 varactors allow for a higher tunability and are more temperature-sensitive than BST 70-30 varactors. In return, BST 70-30 films enable the realisation of capacitors with better Q-factors.

The ferro-electric capacitor is integrated in a hybrid fashion on the LTCC substrate of the cavity resonator (Fig. 2.48). It is placed in a 2-LTCC-layer deep cavity processed in the substrate, and it is fixed using epoxy glue. As for the LTCC tunable filters, the cavity is manufactured 200µm away from the side-wall of the cavity resonator. The ferro-electric varactor is inductively coupled to the cavity resonator by means of a coplanar line terminated with a coupling via. This coupling structure is similar to that presented for the coupling of the RF-MEMS of the frequency-agile filters. Nevertheless, in the present case the capacitor is mounted in series, and its second port is connected to a quarter-wavelength open-circuited stub. Both interfaces, between the capacitor on LAO and the centre conductor of the coplanar line on LTCC are realised with Al bond-wires.

As already mentioned, the position of the coupling via in the cavity determines the strength of the coupling between the varactor and the resonator. This position of the via has been optimised for the BST 70-30 varactor. It has been calculated for the best compensation at the limits of the considered temperature range: 30°C and 120°C. At these temperatures, the values of the BST 70-30 varactor are 290 fF and 120 fF, respectively. The simulations have been performed using the
full-wave simulator to take the influence of the bond-wires into account. From these simulations, an optimum distance of 764µm has been chosen between the centre of the coupling via and the side-wall of the cavity.

![Hybrid integration concept for the ferro-electric varactor on LTCC.](image)

**Fig. 2.48:** Hybrid integration concept for the ferro-electric varactor on LTCC.

**Characterisation and Measurements**

Two temperature-compensated resonators have been realised according to this principle (Fig. 2.49). For both resonators, the structures in LTCC are identical. However, a first resonator was assembled with a BST 70-30 varactor and the second one was mounted with a BST 55-45 varactor. The two compensated resonators have been measured using the same setup and over the same temperature range as the original resonator. Also, the frequency shift measured for the two compensated resonators has been compared to that of the uncompensated resonator. The variation of the resonance frequency of all three resonators is plotted against temperature in Fig. 2.50.

As it was expected, the two ferro-electric capacitors offer different compensations of the frequency shift. At 120°C, the resonance frequency of the cavity with the BST 70-30 varactor (for which the design has been optimised) is only 0.03% below the resonance frequency, which it shows at room temperature. In return, the other resonator equipped with a BST 55-45 varactor is slightly overcompensated: +0.27%. This is due to the higher sensitivity of the BST 55-45 material against temperature. Nevertheless, this demonstrates the capability of the proposed technique to compensate for even larger frequency shifts, up to 0.75%. The plot in Fig. 2.50 shows however that the compensation is not constant over the entire temperature range. The slope of the compensated resonance frequency changes abruptly between 70°C and 90°C. This can be explained by the difference between the slope of the capacitances and that of the resonance frequency at these temperatures. More precisely, the variation of the capacitance of the varactors over temperature is not as linear as the temperature-dependence of the resonance frequency of the resonator. For this reason, the maximum deviation of the resonance frequency of the BST 70-30 resonator is -0.12% at about 100°C. Also, the maximum slope of the resonance frequency is -161.2 ppm/°C between 80°C and 90°C. The unloaded Q-factor of the compensated resonators has been extracted from the measured
Fig. 2.49: Photograph of the BST varactor based temperature-compensated cavity resonator in LTCC.

Fig. 2.50: Relative variation of the resonance frequency of the LTCC resonators over temperature, with and without BST varactor compensation.
$S_{21}$-parameters. It is 62.3 for the resonator equipped with the BST 70-30 varactor and 59.2 for the resonator with the BST 55-45 varactor. These values are considerably lower than the unloaded Q-factor of 290 measured for the original resonator. This increase of loss in the resonators is partly due to the limited Q-factor of the ferro-electric capacitors at 15 GHz. Nevertheless, it may be also justified by the discontinuities in the coplanar line on LTCC (Fig. 2.49). Around the ferro-electric varactor and because of the large width of the chip, the coplanar line is designed with a large ground-to-ground spacing. This design of the coplanar line is sub-optimal and may increase the loss in the compensating stub.

2.8 Conclusion

In this chapter, various fixed-frequency, tunable, and temperature-compensated cavity resonators and filters have been demonstrated. The filters are designed in two different technologies, on silicon and on LTCC, and they are foreseen for two major spaceborne and airborne applications.

In a first section, band-pass filters micro-machined out of silicon have been presented. These filters are designed for operation at K-band, and they are intended for the replacement of waveguide filters in data-link satellite transceivers. In this technology, a single micro-machined cavity resonator has been demonstrated with an outstanding Q-factor of 1410. Also, the design of 2-, 3-, and 4-pole fixed-frequency filters has been described, and the presented filters have been characterised by measurement. The filters implement a novel concept based on a KOH-etched coupling cavity for the coupling of the micro-machined resonators. The novel coupling cavity was introduced to improve on the fabrication costs and complexity of the filters, which all have been demonstrated with well-shaped pass-band response and little insertion loss. Later in the section, an RF-MEMS based technique was presented to tune micro-machined cavity resonator filters. The technique was implemented to tune a 3-pole filter demonstrated firstly as fixed-frequency filter. For this tunable filter, 3.71% of tunability and 2 dB of insertion loss have been measured.

In another section of the chapter, the design of band-pass filters integrated in DuPont 943 dielectric has been addressed. The filters are 2-pole filters designed for UAV data-link at Ku-band. They have been realised according to the substrate-integrated cavity technique, and they are formed by two resonators filled with LTCC material. A Q-factor of 290 has been measured for a single 2-port cavity resonator, and 1 dB of insertion loss has been demonstrated for the fixed-frequency 2-pole filter. Further in the section, two 2-pole tunable filters have been also presented. The filters are made tunable over frequency by means of RF-MEMS cantilevers. These frequency-agile filters are tuned according to a technique similar to that introduced for the micro-machined filters, and they have been demonstrated with 3% and 7.2% of tunability. Nevertheless, the measurement of the filters highlighted also some limitations that concern mainly the insertion loss about 5 dB.

Finally, the last section of the chapter discussed the influence of temperature on the resonance of LTCC-integrated cavity resonators. Also, it proposed an actuation-free compensation technique, which reduces the drift of the resonance frequency from -0.48% to -0.03% between 30°C and 120°C. Through these developments, the aim of this chapter was to assess the opportunities that the next generation of millimetre-wave front-end could benefit from modern materials and processes. Further, as reconfigurable front-ends are becoming a trend, these platforms have been associated to RF-MEMS circuits with the ambition to develop tuning techniques for cavity resonators and filters.
3 RF-MEMS based Phased Array Antennas for Millimetre-Wave Front-Ends

3.1 Introduction

Phased Array Antennas (PAA), also known as Electrically Steerable Antennas (ESA), are directive antennas realised with several elementary radiating elements. The radiation characteristic of ESA is electrically steerable in one or two dimension(s) of the space. This beam steering functionality can be implemented according to two different concepts: with hardware working on analog HF signals or by means of Digital Beam Forming units (DBF) (Fig. 3.1). In both cases, the beam steering is achieved by weighting the signal of the different radiators with a relative phase shift gradient. For DBF antennas, the phase shift gradient is achieved by means of delay and sum beamformers processing digital signals. In this case, the beam forming is implemented in software, and it processes signals coming from Analog/Digital converters (A/D) placed behind the radiators. On the other hand, for antennas based on analog beam forming, the direction of the main beam is steered by means of HF phase shifters placed between the radiating elements and an RF distribution network. In both cases, the relative delay between the signals of the radiating elements can be reconfigured at any time to achieve the required direction for the main beam of the antenna.

Fig. 3.1: Analog beam forming (left)/digital beam forming (right).
Both, analog and digital beam steering techniques have advantages and disadvantages depending on the targeted application. A major advantage of DBF antennas is their multi-beam capability. Digital processing techniques offer the opportunity to implement several beam forming routines running in parallel, and processing a same set of data (Fig. 3.1). The method enables several simultaneous main beams pointing in different directions, and it allows for Spatial Domain Multiple Access (SDMA) or simultaneous tracking of multiple targets. In return, DBF techniques require an important processing effort, that is up to now difficult to implement in miniaturised on-board systems. For this reason, the following of this third chapter on phased array antennas focuses on electrically steerable antennas based on analog beam forming techniques.

The unique beam steering capability of ESA presents major benefits over conventional antenna array techniques, and especially over Mechanically Steerable Antennas (MSA). First, electrically steerable antennas make better use of the radiated power than fixed-beam antennas. The radiation characteristic of ESA is adjustable in real time and, beyond the beam steering, often the width of the main beam, the side lobe level, and the directions of zero radiation can be adapted. Thanks to that, the power radiated by an ESA can be focused in a direction interesting a specific communication or tracking task. This is further emphasised by the fast beam switching capability of ESA. The antenna remaining fixed, ESA are able to shift rapidly the radiated beam from one pointing direction to another, without being handicapped by the displacement of mechanical parts. This fast beam switching aptitude enables multiple radar or communication functions interlaced in time or even simultaneously for multi-beam antennas. On top of this, the use of electrical components in place of moveable mechanical parts makes ESA lighter, more compact, and thus easier to integrate than MSA. Finally, ESA are more reliable than their mechanically steerable counterparts. They are easier to maintain, have lower life cycle costs, and longer life expectancy because they tolerate a certain amount of failures and defaults. This property of ESA is called "graceful degradation".

However, while ESA offer interesting opportunities, they exhibit also some limitations. The first and probably the most troublesome drawback of ESA is the power dissipated in the additional electrical components. In ESA, the phase shifters increase the electrical loss in the feed network and reduce the antenna efficiency. In order to compensate for this supplementary loss, high and low-noise power amplifiers as well as circulators and limiters are sometimes implemented between the phase shifters and the radiators. For these antennas called Active ESA (AESA), a cooling network may be also necessary to evacuate the heat dissipated by the active circuitries. These extra features required in some ESA make them more complex and more challenging to manufacture than fixed or mechanically steerable antennas. On the other hand, since the antenna array of ESA is physically fixed, their projected aperture does not remain constant for all steering directions, and it decreases drastically for large scan angles. This results in a limited field of view generally below ±60°, but also in a wider half-power beamwidth (3.1.1) and a reduced antenna gain (3.1.2) at large scan angles [121].

\[ \theta_{3\text{dB}}(\theta_0) \approx \frac{\theta_{3\text{dB}}(0°)}{\cos(\theta_0)} \] (3.1.1)

\[ G(\theta_0) \approx G(0°) \cdot \cos(\theta_0) \] (3.1.2)
In (3.1.1) and (3.1.2), $\theta_{3dB}(0^\circ)$ and $G(0^\circ)$ are the half-power beamwidth and the antenna gain of the radiation characteristic pointing in the broadside direction. Also, $\theta_0$ is the pointing direction of the steered main beam measured from broadside.

Finally, another important factor limiting a wider use of ESA is their fabrication costs. The manufacturing of ESA implies the fabrication of a large number of precision phase shifters, which can, depending on the technology, be rather costly. This aspect is of course an important matter of choice playing unfavourably for ESA in consumer-oriented applications and large antenna arrays.

Nevertheless, these limitations of phased array antennas are constantly being improved and do not compromise the opportunities of ESA. Fast, reconfigurable in real time, allowing multi-tasking, convenient to integrate, and reliable; ESA appear today as major components of modern millimetre-wave front-ends for communication and sensing.

### 3.2 Theory of Fixed-Beam and Phased Array Antennas

#### 3.2.1 Various Types of Phased Array Antennas

ESA can be classified according to different criteria. Each class of antennas has its advantages and disadvantages depending on the application, the space available to integrate the antenna, and the technology affordable for the targeted market. The first distinction between ESA concerns the way the radiating elements are arranged. For an array having its radiators distributed along a straight line, the array is said to be linear. If the radiators are spread over a plane, the array is planar. Finally, if the elements are distributed on a non-planar surface, generally a plane curved in one or two dimension(s), the array is said to be conformal [122]. The choice between the possible arrangements is usually driven by the radiation characteristic to achieve and by the system, in which the antenna has to be mounted. The design and development of conformal array antennas are more complex than those of linear and planar arrays. Nevertheless, conformal antennas have the advantage of being convenient to integrate on curved surfaces, which can be the fuselage of an aircraft, for example.

Further, as already mentioned ESA can be classified between active and passive antennas. Active phased array antennas, also called AESA, implement active modules with power amplifiers close to the radiating elements. AESA are in general more complicated and more costly than passive ESA. In return, they exhibit a better Equivalent Isotropic Radiated Power (EIRP), and hence also improved performance in terms of antenna coverage for communication systems or detection and tracking for AESA based radars.

Finally, phased array antennas can be categorised according to the way the RF power is distributed to the radiating elements. Beside Direct Radiating Array (DRA) configurations, where the radiating elements are fed using transmission lines or waveguides directly connected to them, alternative feeding techniques may be implemented. Among these, the 'reflect array' and 'transmit array' techniques are noteworthy solutions. In these configurations, the electrically steerable antenna plays the role of a reflector or acts as a "microwave lens", respectively. It receives and re-radiates the RF signal sent by a primary antenna placed several wavelengths away from the beam forming array. These techniques present the advantage of being simple to design: there are no power
dividers/combiners to implement, and the phased array benefits naturally from the illumination
taper of the primary source. Further, these feeding techniques are low-loss because the RF signal is
transmitted from the primary source to the antenna array using free-space radiation. Nevertheless,
this advantage is balanced by spill-over losses because the antenna array cannot capture all the
power emitted by the primary source.

3.2.2 Antenna Basics and Array Factor Theory
Definitions and Useful Formulas
A fundamental specification of microwave front-ends is the width of the beam radiated by the
antenna 3 dB below its maximum. This beamwidth is noted $\theta_{3\text{dB}}$. For the ideal case of a uniformly
illuminated continuous line source, this half-power beamwidth depends only on the wavelength and
on the size of the aperture. From [123], it is given by

$$
\theta_{3\text{dB}} = \frac{k \cdot \lambda}{l},
$$

(3.2.1)

where $k$ is a constant, $\lambda$ is the free-space wavelength, and $l$ is the length of the aperture. The
constant $k$ is 50 for a beamwidth expressed in degrees and 0.87 for $\theta_{3\text{dB}}$ in radians. The beamwidth
calculated with (3.2.1) is the narrowest beamwidth of any illumination of length $l$. Also, if no signal
processing is applied, the width of the beam radiated by the antenna is directly related to its cross-
range resolution $\delta$. In this case, it is defined by the product of the beamwidth $\theta_{3\text{dB}}$ in radians by
the range $R$ in meters between the antenna and the plane in which $\delta$ is given:

$$
\delta = \theta_{3\text{dB}} \cdot R.
$$

(3.2.2)

The formulas (3.2.1) and (3.2.2) are valid for both, 1D and 2D continuous apertures. For uni-
formly illuminated continuous line sources, $l$ is the physical length of the antenna. For uniformly
illuminated continuous planar apertures, the beamwidth is defined in all planes perpendicular to
the aperture and passing through the geometrical centre of the aperture. In these planes where the
beamwidth is defined and where the projected illumination is uniform (for example, the cardinal
planes of a uniformly illuminated rectangular aperture), $\theta_{3\text{dB}}$ is calculated using (3.2.1), where $l$
is the length of the projected planar aperture in the plane in which the beamwidth is calculated.

Another measure for the ability of an antenna to radiate or receive signals in a given direction is
its so-called directivity $D$. For a transmit antenna, the directivity is defined as the ratio of the
power intensity per radiant radiated by the actual antenna in a given direction $(\theta, \phi)$ to the power
intensity that would be radiated in that same direction $(\theta, \phi)$ by an isotropic radiator radiating
the same total amount of power. From this and according to [124], the directivity of a transmit
antenna is calculated by

$$
D(\theta, \phi) = 4\pi \cdot \frac{\text{Radiation Intensity in}(\theta, \phi)}{\text{Totally Radiated Power}}.
$$

(3.2.3)

Nevertheless, the directivity $D$ does not take the loss in the antenna into account. This is overcome
by introducing the gain of the antenna noted $G$. The gain of an antenna includes all losses dissipated
in the antenna, but not its mismatch [125],[124]. The gain function resembles the directivity function, except for the totally radiated power that has to be replaced by the totally accepted power at the feeding port of the transmit antenna. This can be explained by the fact that the difference between the accepted power and the radiated power are the losses dissipated in the antenna. From [124], the gain of a transmit antenna is calculated by

$$G(\theta,\phi) = 4\pi \cdot \frac{\text{Radiation Intensity in}(\theta,\phi)}{\text{Totally Accepted Power}}.$$  \hspace{1cm} (3.2.4)

From (3.2.3) and (3.2.4) and for the transmit case, a factor $k_{eff}$ called radiation efficiency is defined as the ratio of the overall radiated power to the net input power accepted by the antenna [125]. This leads to the following relation between the gain of an antenna and its directivity:

$$G(\theta,\phi) = k_{eff} \cdot D(\theta,\phi).$$  \hspace{1cm} (3.2.5)

All formulas (3.2.3), (3.2.4), and (3.2.5) apply also to receive antennas. In this last case however, the radiated power shall be replaced by the received power.

The maximum value of the directivity is called peak directivity, and it is noted $D_0$. From [126], for uniformly illuminated continuous planar apertures with an area $A$, this maximum is reached in the broadside direction, and it is given by

$$D_0 = \frac{4\pi \cdot A}{\lambda^2}.$$  \hspace{1cm} (3.2.6)

For any antenna or antenna array of aperture area $A$ with or without tapered excitation, the peak directivity is inevitably less than that calculated by (3.2.6). The gain and directivity of an antenna are ratios and are usually expressed in dBi: dB with respect to an isotropic radiator.

Experimental Determination of the Gain, Directivity, and Efficiency of Antenna Arrays

The gain, peak directivity, and efficiency of antennas and antenna arrays can be determined experimentally from their measured radiation characteristic. In the particular case of rectangular antenna arrays, an approximate of the peak directivity can be calculated from the widths $\theta_{3\text{dB}}$ and $\phi_{3\text{dB}}$, measured for the main beam in the two main planes of the aperture. From [127], it is given by (3.2.7) for uniformly fed rectangular arrays and by (3.2.8) for rectangular arrays fed with tapered distributions.

$$D_{a,u}(\theta_0,\phi_0) \approx \frac{32400}{\theta_{3\text{dB}} \cdot \phi_{3\text{dB}}}$$  \hspace{1cm} (3.2.7)

$$D_{a,t}(\theta_0,\phi_0) \approx \frac{27000}{\theta_{3\text{dB}} \cdot \phi_{3\text{dB}}}$$  \hspace{1cm} (3.2.8)

These expressions calculate the directivity in linear scale and are valid for both, fixed-beam and phased array antennas with rectangular aperture. Further, since the gain of an antenna array can be measured, the expressions (3.2.7) or (3.2.8) can be used with (3.2.5) to calculate the experimental value of the efficiency $k_{eff}$ of an antenna array.
Principle of Pattern Multiplication

The radiation characteristic of an antenna array depends on numerous parameters: the overall dimensions of the array, the number and distribution of the radiating elements in the array, the radiation characteristic of the individual elements, and their excitations. Nevertheless, according to the principle of pattern multiplication, the radiation characteristic of an array supposed without coupling and having all its radiators identical and oriented in a same direction can be expressed as

\[ D_a(\theta, \phi) = D_e(\theta, \phi) \cdot AF(\theta, \phi), \] (3.2.9)

where \( D_e \) is the radiation characteristic of a single radiator and \( AF \) is the so-called array factor \( AF \) [128]. Thanks to (3.2.9), the influence of the various parameters on the radiation characteristic of the array \( D_a \) can be investigated independently. In a separated development step, the design of a single radiating element is performed, so that it achieves an aimed radiation characteristic \( D_e \). In parallel to this, the antenna array supposed ideal and with isotropic radiators is designed to realise an expected array factor \( AF \). This last point is exclusively concerned with the geometry of the array, the disposition of the radiators inside it, and the excitation coefficients of the radiating elements. All this is addressed in the so-called Array Factor Theory, whose main lines are described in the coming section.

Array Factor Function of Fixed-Beam Linear and Planar Arrays

In order to derive expressions for the array factor of linear and planar antenna arrays, the systems of coordinates depicted in Fig. 3.2 and 3.3 are defined. The notations and systems of coordinates defined in the figures are identical to those used to describe the antennas demonstrated in the following sections of this chapter.

Fig. 3.2: Equally spaced linear array of isotropic point sources.
3.2 Theory of Fixed-Beam and Phased Array Antennas

The array factor of an antenna array corresponds to the radiation characteristic of the array if it were implemented with perfect isotropic radiators and without coupling between them. In this way, it indicates how an antenna array receives or radiates electromagnetic signals independently of the type of radiator used. According to [128], the array factor of the equally spaced linear array in Fig. 3.2 is given by (3.2.10). That of the regular rectangular array in Fig. 3.3 is given by (3.2.11).

\[
AF(\theta) = \sum_{m=0}^{M-1} I_m \cdot e^{jk(\vec{e}_r \cdot \vec{u}_m)}
\]

(3.2.10)

\[
AF(\theta,\phi) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} I_{m,n} \cdot e^{jk(\vec{e}_r \cdot \vec{u}_{m,n})}
\]

(3.2.11)

In (3.2.10), \( I_m \) is the complex excitation coefficient of the \( m \)'th radiating element in Fig. 3.2. Also, \( \vec{u}_m = m\vec{d}_x \) is the vector describing its position with respect to the point source \( I_0 \). In the same way, in (3.2.11), \( I_{m,n} \) is the complex excitation coefficient of the radiating element with the indexes \( m \) and \( n \) along the X- and Y- axes, respectively (Fig. 3.3). Also, \( \vec{u}_{m,n} = m\vec{d}_1 + n\vec{d}_2 \) is the vector running over the array lattice and indicating the position of the element with the same indexes. From (3.2.10) and (3.2.11) and replacing \( \vec{e}_r \) by its coordinates in the Cartesian system, the array factors of the linear and rectangular arrays are written as [129], [130]

\[
AF(\theta) = \sum_{m=0}^{M-1} I_m \cdot e^{jmkd\sin(\theta)}
\]

(3.2.12)

**Fig. 3.3:** Rectangular array of isotropic point sources with a regular rectangular grid.
Further, the additional assumption is made that the excitation coefficients of the rectangular array are separable. $I_{m,n}$ can be written as a product of two functions with the discrete values $I_m$ and $I_n$ at the respective element positions:

$$I_{m,n} = I_m \cdot I_n,$$  \hspace{1cm} (3.2.14)

According to [123], the array factor of that rectangular array can be written as the product of two linear array factors. This new expression of the array factor is given by

$$AF(\theta,\phi) = AF_x(\theta,\phi) \cdot AF_y(\theta,\phi),$$  \hspace{1cm} (3.2.15)

where $AF_x$ and $AF_y$ are the linear array factors generated by the linear excitation functions $I_m(x)$ and $I_n(y)$, respectively. From this and replacing $AF_x$ and $AF_y$ by the expression in (3.2.12), the array factor of a rectangular antenna array with a regular rectangular grid and fed with a separable aperture distribution is calculated by

$$AF(\theta,\phi) = \sum_{n=0}^{N-1} I_n e^{jnkd_2 \sin(\theta) \sin(\phi)} \cdot \sum_{m=0}^{M-1} I_m e^{jmkd_1 \sin(\theta) \cos(\phi)},$$  \hspace{1cm} (3.2.16)

where $M$ and $N$ are the number of radiating elements along the X- and Y-axes, respectively, and $d_1$ and $d_2$ are the inter-element spacings in these two planes.

According to (3.2.12) and (3.2.16), the array factor of fixed-beam antenna arrays fed with in-phase excitation coefficients exhibits an absolute maximum called main lobe in the broadside direction at $\theta = 0^\circ$. The other absolute maxima of the array factor are called grating lobes. For equally spaced linear arrays, they appear at the $\theta$ angles defined by

$$\sin(\theta) = \pm \frac{p\lambda}{d},$$  \hspace{1cm} (3.2.17)

where $p$ is a positive integer different from zero. Thus, for fixed-beam antenna arrays the directions of the grating lobes depend only on the array lattice. If the distance between two neighbouring radiators is $d \leq \lambda/2$, the grating lobes do not appear in the real space, and they are invisible in the array factor. In return, if $d \geq \lambda/2$, (3.2.17) is verified for real values of $\theta$ and grating lobes may be visible in the radiation pattern depending on the radiating elements. A special case is when the radiators are separated by exactly one free-space wavelength $d = \lambda$. In this case, the array factor exhibits grating lobes in the $\theta = \pm 90^\circ$ directions. However, because most elements, especially planar, do not radiate in the end-fire directions, the grating lobes present in the array factor are cancelled by the radiation characteristic of the individual elements.
3.2.3 Theory of Phased Array Antennas

**Equally Spaced Linear Arrays**

The pointing direction of phased array antennas is driven by a phase shift gradient applied between the different elementary radiators. This phase taper is chosen so that the contributions of all radiating elements produce constructive interferences in the pointing direction targeted for the main beam. To do so, the phase gradient is calculated in order to have the signals of the various radiators in-phase in any plane perpendicular to the aimed pointing direction. Such planes are called equiphase fronts, or equiphase planes.

An equally spaced linear array of isotropic sources steered in XZ-plane is depicted in Fig. 3.4. The elements of the array are separated by a distance \(d\), and they are fed with a linear phase gradient \(n\psi_0\). In this sketch also, the element indexed with "0" is taken as the reference with zero phase.

![Equally Spaced Linear Array](image)

**Fig. 3.4:** Equally spaced linear array of isotropic sources fed with a linear phase gradient.

From (3.2.10), the array factor of this linear phased array is calculated by

\[
AF(\theta) = \sum_{m=0}^{M-1} I_m e^{jm\psi_0} \cdot e^{jk(\vec{e}_r \cdot \vec{u}_m)}.
\]  

(3.2.18)

According to [121], the phase shift \(\psi_0\) necessary to achieve a beam steering in the direction \(\theta_0\) is determined using

\[
\psi_0 = -\frac{2\pi d}{\lambda} \cdot \sin(\theta_0).
\]

(3.2.19)

Replacing this for \(\psi_0\) in (3.2.18) gives a more convenient expression for the array factor of equally spaced phased linear arrays. Again from [121], it is given by

\[
AF(\theta) = \sum_{m=0}^{M-1} I_m e^{jmkd(\sin(\theta) - \sin(\theta_0))}.
\]

(3.2.20)
For such a linear array having a main beam steered in the \( \theta_0 \) direction, the angles at which the grating lobes occur are given by [121]. They are the \( \theta_g \) verifying

\[
\frac{\pi d}{\lambda} \cdot (\sin(\theta_g) - \sin(\theta_0)) = \pm p\pi, \quad (3.2.21)
\]

with \( p \) an integer not equal to zero. From this, an equally spaced linear array which shall be capable of steering up to \( \theta_0 \) without grating lobe has to be designed with an inter-element spacing \( d \) satisfying

\[
d \leq \frac{1}{1 + |\sin(\theta_0)|} \quad (3.2.22)
\]

According to (3.2.22), a grating lobe-free array factor steerable up to end-fire requires an inter-element spacing \( d \leq 0.5\lambda \). However, in practice a large majority of radiating elements is not capable of radiating up to \( \theta = \pm 90^\circ \), and the beam cannot be steered beyond approximately \( \pm 60^\circ \). In this more realistic case, an inter-element spacing \( d = 0.54\lambda \) is small enough to prevent the onset of grating lobes in \([-90^\circ;90^\circ]\).

**Rectangular Arrays with Regular Rectangular Grid**

It is assumed now that the rectangular array of Fig. 3.3 is fed with a 2-dimensional linear phase gradient: \( \psi_x \) for the elements along the X-axis, and \( \psi_y \) for the elements along the Y-axis. From (3.2.11), the array factor of the rectangular array excited in this way is calculated with

\[
AF(\theta,\phi) = \sum_{n=0}^{N-1} \sum_{m=0}^{M-1} I_{m,n} e^{j(m\psi_x+n\psi_y)} \cdot e^{j k(\vec{x}_m,\vec{u}_{m,n})}. \quad (3.2.23)
\]

Also, as for the fixed-beam rectangular array, the assumption is made that the aperture distribution of the array is separable and can be written under the form

\[
I_{m,n} e^{j(m\psi_x+n\psi_y)} = I_m e^{j(m\psi_x)} \cdot I_n e^{j(n\psi_y)}, \quad (3.2.24)
\]

with \( I_m e^{j(m\psi_x)} \) and \( I_n e^{j(n\psi_y)} \), the excitation coefficients in the two main planes of the rectangular aperture, along the X- and the Y-axis, respectively. Thus, according to [123], the array factor of this rectangular array can be calculated as the product of two array factors \( AF_x \) and \( AF_y \) so that

\[
AF_x(\theta,\phi) = \sum_{m=0}^{M-1} I_m e^{j(m\psi_x)} \cdot e^{j k(\vec{x}_m,\vec{u}_{m,n})}, \quad (3.2.25)
\]

\[
AF_y(\theta,\phi) = \sum_{n=0}^{N-1} I_n e^{j(n\psi_y)} \cdot e^{j k(\vec{y}_n,\vec{u}_{m,n})}, \quad (3.2.26)
\]

\[
\vec{u}_{m,n} = \vec{u}_m + \vec{u}_n = md_1 \vec{x} + nd_2 \vec{y}. \quad (3.2.27)
\]
Finally, from [131], in order to steer the main beam of the array in a given direction \((\theta_0, \phi_0)\), the phase shifts \(\psi_x\) and \(\psi_y\) shall be calculated using

\[
\psi_x = -\frac{2\pi d_1}{\lambda} \cdot \sin(\theta_0) \cos(\phi_0),
\]

\[
\psi_y = -\frac{2\pi d_2}{\lambda} \cdot \sin(\theta_0) \sin(\phi_0).
\]

From this, the array factor of a rectangular phased array with a regular rectangular grid and fed with a separable aperture distribution can be calculated as the product of two linear array factors. Thanks to this property of such rectangular arrays, their analysis and synthesis can be reduced to two 1-dimensional problems. Therefore, the discussions and formulas presented previously for linear phased arrays can be used to study also rectangular arrays of the kind described above.

### 3.2.4 Errors in Fixed-Beam and Phased Array Antennas

The array factor theory presented above is an idealised explanation of what happens in antenna arrays. Also, the formulas introduced in the previous sections do not take various mechanisms into account. Among these, a first phenomenon to consider on top of the array theory is the so-called mutual coupling. Mutual coupling is the mechanism by which each radiating element in an array receives back a certain amount of power from the other radiators in its vicinity. For this reason, the performance of a radiating element inside an array is different from that when it is alone. Mutual coupling affects both, the radiation characteristic and the input impedance of radiators. Nevertheless, it is a challenging task to solve this analytically, and in most cases it is determined experimentally by measuring or simulating the entire or a part of the array. This is what has been done in the work presented below, where antenna arrays have been full-wave simulated to take mutual coupling into account in the design.

Another source of error which may appear in the practical realisation of antenna arrays is an inaccuracy in the excitation coefficients of the radiating elements. There are several factors, which can influence the excitation coefficients of an antenna array. One distinguishes the errors due to the design and fabrication of the feed network, those caused by the environment of the antenna like the presence of a radome, and the errors depending on the conditions of use of the antenna such as temperature, ageing, and vibrations. These various sources of inaccuracy are classified between "systematic errors" and "random errors".

Systematic errors, like the influence of an antenna carrier, are usually simple to overcome because they can be trimmed out by correcting the beam forming network. Also, for electrically steerable antennas, small errors in the various paths of the feed network can be balanced by in-factory calibration of the antennas, after the final assembly. For example, a path of the feed network with higher loss is compensated by a lower attenuation of the corresponding amplitude setter. Nevertheless, not all systematic errors can be corrected. It is the case of quantisation errors of digital phase shifters and amplitude setters, which can only achieve discrete attenuation and phase shift values [132]. From this, a residual error limited by the value of the smallest bit (amplitude and/or phase) will always remain and cannot be reduced but by increasing the number of bits in the components.

On the other hand, random errors like those due to fabrication tolerances are not always correlated from element to element. These errors cannot be compensated with a simple adjustment of the
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design, but in ESA, they are also most often reduced by calibration. The influence of random errors on the radiation characteristic of an array is often assessed using a statistical approach. In this case, the root mean square errors (rms) of the excitation coefficients are taken as random variables for the statistical equations. Assuming \( \sigma_a \) and \( \sigma_p \) the rms amplitude and phase (in radians) errors of the excitation coefficients, respectively; the overall rms error \( \sigma \) is defined by

\[
\sigma^2 = \sigma_a^2 + \sigma_p^2.
\]  
(3.2.30)

This excitation error \( \sigma \) increases the side lobe level of the radiation characteristic of the antenna array. According to [133], this increased side lobe level is calculated by

\[
|SLL| = |SLL_0| + \frac{2\sigma}{\sqrt{\eta \cdot N}},
\]  
(3.2.31)

where \( |SLL_0| \) is the side lobe level of the ideal radiation characteristic, \( \eta \) is the aperture efficiency, and \( N \) is the total number of elements in the array. Further, errors in the aperture distribution also result in a lowering of the antenna gain \( G \). Again from [133], this is estimated using

\[
\frac{G}{G_0} = \frac{1}{1 + \frac{d}{\lambda} \cdot \left(\frac{\lambda}{d}\right)^2 \cdot \sigma^2},
\]  
(3.2.32)

in which \( d/\lambda \) is the inter-element spacing in wavelengths and \( G_0 \) is the gain of the antenna array fed without error.

Finally, the pointing accuracy of the main beam may be also reduced by inaccurate excitation coefficients. This pointing error is noted \( \delta_\phi \) and it is calculated by

\[
\delta_\phi = \theta_{3dB} \sqrt{\frac{3}{N} \cdot \frac{\sigma}{0.88\pi}},
\]  
(3.2.33)

with \( \theta_{3dB} \), the half-power beamwidth in radians [133].

**Active Reflection Coefficient**

In phased array antennas, the excitation coefficients of the elements are constantly adjusted to steer the main beam in real time. Also, the mutual coupling between the radiators varies with the pointing direction of the main beam, and the return loss of the array depends on the scan angle. In order to take this variation of the return loss into account, a so-called "active reflection coefficient" is defined [133]. This coefficient gives the return loss of a phased array antenna versus the pointing direction of its main beam. It is especially useful to detect the directions, in which the cumulative effects of internal and external couplings result in a reflection coefficient close to 1. For these scan angles, the antenna cannot interact with its environment and it is said to be blind.

**3.2.5 Conclusion**

This section has presented a summary of the theory of fixed-beam and phased array antennas. It aims at providing the reader with the techniques on which wide-aperture antennas are based, and it gives an insight into their working principle. The various concepts and formulas introduced in this section 3.2 constitute the theoretical background of the work reported in the rest of the chapter.
3.3 W-Band Antenna Arrays for On-Board Wake Vortex FMCW-Radar

3.3.1 Description of the Targeted Application

The fast growth of air traffic observed in the last decade has highlighted the importance of increasing the number of landing and take-off sequences in a majority of the airports worldwide. Also, in order to increase the aircraft throughput without compromising the security, a better understanding of the aircrafts’ environment is necessary. Among the different risky phenomena to identify are wake vortices, which are generated by airplanes during landing and take-off. These turbulences present a risk for following airplanes and limit the maximum throughput of arriving and departing airplanes. If it were possible to detect the wake vortices from an airplane, the starting and landing time sequence could be reduced, and air traffic could be relaxed [134].

Several sensors are under development for on-board detection of wake vortices. Nevertheless, most of these systems like LIDAR equipments are based on an optical detection of air turbulences and are mainly limited to the clean air case [135], [136]. In return, they are less efficient in presence of rain or dusty air. These conditions however, represent the ideal situation for a microwave sensor because of the presence of snow, dust, or water drops as scatterers of electromagnetic radiation. Therefore, the development of dual sensor systems, optical and radar, is the most promising approach for all-weather operability [137], [138]. The basic specifications required for the on-board detection of wake vortices such as a high angular resolution, a compact size, and a sufficient scattering echo, lead naturally to the implementation of a millimetre-wave sensor. Furthermore, thanks to the relatively high attenuation of the signal at these frequencies, the millimetre-wave band allows for a limited operational range, which prevents interferences with other systems. Finally, due to the similarity of the system specifications, the considered wake vortex detection sensor is foreseen to be based on the same architecture as the next generation of automotive cruise control radar [139], [140]. The main differences between the two applications are limited to the lower detection threshold of the wake vortex radar, and the different radiation characteristic of the antennas.

The antennas presented in this section are the transmit and receive antennas developed for an on-board wake vortex detection sensor at W-Band. The front-end is a bi-static FMCW (Frequency Modulated Continuous Wave) radar with Doppler processing. Thanks to the reflection of the signal by small scatterers present in front of the aircraft, the rotating movement of the particles displaced by the wake vortices can be detected, and the turbulences become visible to the system. To implement this, a fixed-beam receive antenna and a steerable transmit antenna are designed for operation at 76.5 GHz. The transmit antenna is an RF-MEMS based phased array antenna radiating a narrow pencil beam fixed in the vertical plane, and electrically steerable in the horizontal plane. In the horizontal plane, it is intended to be steerable in twenty-one discrete positions between ±30°. In the horizontal plane also, the main beam of the receive antenna is wide enough to cover the entire area scanned by the transmit antenna: ±30°. Vertically, both antennas have identical broadside patterns with 5° half-power beamwidth. The horizontal specifications of the receive and transmit antennas are summarised in Fig. 3.5.

From the system point of view, in order to determine accurately the distance between the wake vortices and the nose of the aircraft, a minimum range resolution of 1 m is required for the sensor.
This specification determines the minimum bandwidth of the entire front-end, and thus also of the antennas. The minimum bandwidth of the front-end is determined from the required range resolution using

$$\Delta R = \frac{c^2}{2B},$$  \hspace{1cm} (3.3.1)$$

where $\Delta R$ is the range resolution of the sensor, $c$ is the speed of light, and $B$ is the bandwidth of the sensor. Hence, a range resolution of 1 m is achieved with a bandwidth of 150 MHz (0.2% at 76.5 GHz). Finally, in order to achieve a satisfactory Signal-to-Noise Ratio (SNR) for the echo, an antenna gain of 32 dBi for the transmit antenna, and 19 dBi for the receive antenna shall be achieved.

![Fixed-Beam Receive Antenna and Scanned Beams Transmit Antenna](image)

**Fig. 3.5:** Specifications of the transmit and receive antennas in the horizontal plane.

### 3.3.2 Fixed-Beam Patch Antenna Arrays on Rogers RT/Duroid 5880 Substrate

**Design of the Antennas: Serially Fed Patch Antenna Array**

The antennas are planar microstrip antenna arrays printed on low-loss Rogers RT/Duroid 5880 substrate ($\varepsilon_r=2.2, \tan\delta=0.0009$ at 10 GHz [111]). The two arrays are realised with several serially fed patch antenna sub-arrays connected in parallel by a corporate feed network. The vertical (E-Plane) radiation characteristic of the antennas is determined by the length of the microstrip antenna sub-arrays and by the relative excitations of the patches. Thus, the sub-arrays are identical for both, the transmit and the receive antenna. They are realised with sixteen patches connected in series by narrow microstrip lines. On the other hand, the horizontal (H-plane) radiation characteristic is defined by the juxtaposition of several sub-arrays in that same plane. Also, since the radiation characteristics are different for the transmit and receive antennas in that plane, the number of sub-arrays in the two antennas is not the same. The transmit antenna radiates a narrow pencil-beam and is realised with twenty-eight sub-arrays. The receive antenna designed to achieve a 60°-wide main beam is realised with only three sub-arrays.
The design of the serially fed patch antenna array is achieved using the Extended Transmission Line Model (ETLM) presented in [37] and depicted in Fig. 3.6. The model takes the effect of the additional current density at the microstrip line/patch discontinuity into account. It is therefore more accurate than the model proposed in [141].

According to the ETLM model, a single radiating slot is modelled by four lumped elements:

- $L_1, L_2$: Inductances modelling the additional current density due to the step in width between the narrow feeding microstrip line and the patch.
- $C$: Capacitance modelling the additional electrical length of the patch due to the fringing fields.
- $G$: Conductance modelling the power radiated by the slot.

The patch itself is modelled by a simple transmission line having a low characteristic impedance $Z_{c2}$ and a given propagation constant $\beta_2$. The values of the lumped elements are calculated either from the formulas given by (3.3.2), (3.3.3), (3.3.4), and (3.3.5), or from the S-parameters simulated for the 2-port discontinuity. The formulas below are from [141] and [142].

$$L_1 = \frac{L_{w1}}{L_{w1} + L_{w2}} L_s$$  \hspace{1cm} (3.3.2)

$$L_2 = \frac{L_{w2}}{L_{w1} + L_{w2}} L_s$$  \hspace{1cm} (3.3.3)

$$C = \frac{\Delta l}{v Z_{c2}}$$  \hspace{1cm} (3.3.4)

$$G = \frac{1}{\pi} \sqrt{\frac{\epsilon}{\mu}} \int_{0}^{\pi} \sin^2 \left( \frac{\pi w \cos \theta}{\lambda_0} \right) \cos^2 \theta \sin^3 \theta \; d\theta$$  \hspace{1cm} (3.3.5)
with

\[
L_{w1} = \frac{Z_{c1}\sqrt{\varepsilon_{r,\text{eff}1}}}{c} \quad (3.3.6)
\]

\[
L_{w2} = \frac{Z_{c2}\sqrt{\varepsilon_{r,\text{eff}2}}}{c} \quad (3.3.7)
\]

\[
L_s(\text{nH}) = 0.000987 \cdot 10^6 h \left( 1 - \frac{Z_{c2}}{Z_{c1}\sqrt{\varepsilon_{r,\text{eff}2}/\varepsilon_{r,\text{eff}1}}} \right)^2 \quad (3.3.8)
\]

\[
\frac{\Delta l}{h} = 0.412 \frac{\varepsilon_{r,\text{eff}2}}{\varepsilon_{r,\text{eff}2} - 0.258 \frac{w}{h} + 0.813} \quad (3.3.9)
\]

In these formulas, \( h \) is the substrate thickness, \( w \) is the width of the patch, \( \lambda_0 \) is the free-space wavelength, and \( v \) is the phase velocity on the transmission line modelling the patch. Also, \( Z_{c1} \) (\( Z_{c2} \)) and \( \varepsilon_{r,\text{eff}1} \) (\( \varepsilon_{r,\text{eff}2} \)) are the characteristic impedance and relative effective dielectric constant of the feeding microstrip line (of the transmission line modelling the patch), respectively.

The broadside pattern in the E-plane is achieved by choosing the appropriate length for the microstrip lines connecting the patches. It is calculated using the ETLM model in order to have one half of a guided wavelength between two consecutive radiating slots at 76.5 GHz. Such an antenna array is said to be resonant because of the 180°-electrical length between two neighbouring radiating slots at the design frequency. Further, if the transmission lines between the patches are supposed lossless, this 180°-electrical length can be removed, and the equivalent circuit shown in Fig. 3.7 is valid.

\[\text{Fig. 3.7: Equivalent circuit of a resonant serially fed patch antenna array.}\]

At the design frequency, the conductances \( G_i \) modelling the different slots of the array are all excited, in magnitude, by a same voltage \( V \). This voltage is that applied at the input of the first patch. Hence, according to the power radiated by a slot given by

\[
P_i = \frac{1}{2} \cdot \Re(V^2 \cdot G_i),
\]

(3.3.10)

the ratio of the power levels radiated by two slots is equal to the ratio of their respective radiating conductances \( G_i/G_j \). This property of serially fed antenna arrays is used to implement an excitation taper in the E-plane [143]. From (3.3.5), the radiating conductance of a slot depends on the width \( w \) of the patch. Thus, in an array, the relative power radiated by the different slots is determined by the relative widths of the patches. According to this, the equations (3.3.10) and (3.3.5) are used to determine the ratios between the widths of the patches to achieve the aimed excitation taper.
Further, the width of the microstrip lines connecting the patches is chosen as small as possible to prevent the fringing fields from being disturbed. For the antennas described here and in order to keep this width compatible with the technology, the microstrip lines are 100µm-wide. Finally, the serially fed antenna sub-array has been optimised using full-wave simulations. The dimensions of the antenna sub-array obtained from these simulations are summarised in Table 3.1. A photograph of the sub-array realised on Teflon substrate is depicted in Fig. 3.8.

<table>
<thead>
<tr>
<th>Patch and MSL N°</th>
<th>Patch Width [µm]</th>
<th>Patch Length [µm]</th>
<th>MSL Length [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1100</td>
<td>1225</td>
<td>1381</td>
</tr>
<tr>
<td>2</td>
<td>1100</td>
<td>1225</td>
<td>1381</td>
</tr>
<tr>
<td>3</td>
<td>1100</td>
<td>1225</td>
<td>1381</td>
</tr>
<tr>
<td>4</td>
<td>1100</td>
<td>1225</td>
<td>1381</td>
</tr>
<tr>
<td>5</td>
<td>1200</td>
<td>1238</td>
<td>1381</td>
</tr>
<tr>
<td>6</td>
<td>1300</td>
<td>1231</td>
<td>1361</td>
</tr>
<tr>
<td>7</td>
<td>1400</td>
<td>1227</td>
<td>1331</td>
</tr>
<tr>
<td>8</td>
<td>1600</td>
<td>1227</td>
<td>1331</td>
</tr>
<tr>
<td>9</td>
<td>1600</td>
<td>1227</td>
<td>1331</td>
</tr>
<tr>
<td>10</td>
<td>1400</td>
<td>1227</td>
<td>1361</td>
</tr>
<tr>
<td>11</td>
<td>1300</td>
<td>1231</td>
<td>1381</td>
</tr>
<tr>
<td>12</td>
<td>1200</td>
<td>1238</td>
<td>1381</td>
</tr>
<tr>
<td>13</td>
<td>1100</td>
<td>1225</td>
<td>1381</td>
</tr>
<tr>
<td>14</td>
<td>1100</td>
<td>1225</td>
<td>1381</td>
</tr>
<tr>
<td>15</td>
<td>1100</td>
<td>1225</td>
<td>1381</td>
</tr>
<tr>
<td>16</td>
<td>1100</td>
<td>1225</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3.1: Dimensions of the serially fed microstrip antenna array with sixteen patches.

In Table 3.1, the patch with the index '1' is the patch directly connected to the input port of the sub-array. Also, the microstrip line with the index '1' is the line between the patch '1' and the...
patch '2'. This numbering chosen for the elements of the sub-array is illustrated in Fig. 3.8. The widths of the patches are tapered from 1100 µm for the radiators placed at the extremities of the sub-array up to 1600 µm for those close to its centre. This allows for a stronger radiation of the elements in the middle of the array and reduces the side lobe level in the E-plane characteristic. The lengths of the patches do not vary much along the sub-array and are only a couple of microns shorter for the wider elements. In return, the lengths of the various microstrip lines differ to a larger extend. About the centre of the array, they are 50 µm shorter than at its ends.

**Design of the Antennas: Fixed-Beam Transmit and Receive Antennas**

The 3° of beamwidth required for the transmit antenna in the H-plane is achieved with twenty-eight microstrip antenna sub-arrays placed side by side. They are connected in parallel by a 1 to 28 corporate feed network. The feed network is realised using asymmetrical 1 to 2 T-junction power dividers designed to achieve an excitation taper for the twenty-eight sub-arrays. The excitation coefficients were computed by a so-called 'Remez'-type algorithm [42]. The algorithm calculates excitation coefficients providing an array factor that is the best approximation in the Tchebycheff sense of a targeted ideal radiation pattern [43], [44]. The coefficients computed with the method allow for the realisation of an aimed beamwidth, here 3°, as well as for a minimum uniform side-lobe level. A layout of the corporate feed network is depicted in Fig. 3.9. The theoretical coefficients aimed for the twenty-eight sub-arrays and the full-wave simulated coefficients of the designed feed network are shown in Fig. 3.10.

![Fig. 3.9: Layout of the 1 to 28 corporate feed network.](image)

The histogram shows a slight discrepancy between the theoretical coefficients and those calculated by full-wave simulations. This is mainly explained by the finite width achievable for the microstrip lines in the power dividers. In order to ensure a good repeatability of the structures, the minimal width allowed by the technology for the microstrip lines is 100 µm. This limits the values of the ratios available to distribute the power to the two output ports of the power dividers, and implies an approximation of the theoretical excitation coefficients. For this reason, it is challenging to design a network feeding the first and last sub-arrays (1 and 28) with a strong coefficient (13.5% of the overall power each), whilst the neighbouring elements have to be fed with only 1% of the total power. The approximated feeding coefficients modify the pattern radiated by the antenna in the H-plane. The influence on the array factor can be estimated using the statistical approach presented in section 3.2.4. The rms amplitude and phase errors calculated from the simulated coefficients are \(\sigma_a = 0.04167\) and \(\sigma_p = 0.08489\), respectively. They correspond to an overall rms error of \(\sigma = 0.09457\) for the coefficients of the feed network. From (3.2.31) and assuming an aperture efficiency of \(\eta = 0.4\), this error increases the side lobe level from -17.8 dB (theoretical value) up to -13.5 dB. Nevertheless, the decrease in gain caused by that same error is not significant. Calculated
using (3.2.32), the actual antenna gain is expected to be only 0.035 dB below the gain that would be achieved with the ideal excitation taper.

\[
\text{Fig. 3.10: Theoretical and simulated excitation coefficients of the 1 to 28 corporate feed network.}
\]

Finally, in order to steer electrically the main beam of the antenna in \( \pm 30^\circ \) without grating lobes, the antenna array is designed with an inter-element spacing of 2400 \( \mu \text{m (0.612}\lambda) \). It is more than the conventional \( \lambda/2 \) spacing, but it is sufficient to achieve a grating lobe-free pattern and limits the coupling between neighbouring sub-arrays. A photograph of the fixed-beam transmit antenna is shown in Fig. 3.11.

\[
\text{Fig. 3.11: Photograph of the fixed-beam transmit antenna.}
\]
The feed network of the receive antenna is realised with a 3 to 1 coupled transmission line directional coupler. The structure allows for a weak excitation of the two side sub-arrays, which is necessary to achieve the 60°-wide main beam required for that antenna. The theoretical and simulated excitation coefficients of the 3 to 1 power combiner are plotted in Fig. 3.12. The graph shows a very good agreement between the theoretical values and the full-wave simulated excitation coefficients. A photograph of the receive antenna on Rogers substrate is depicted in Fig. 3.13.

Fig. 3.12: Theoretical and simulated excitation coefficients of the 3 to 1 power combiner.

Fig. 3.13: Photograph of the receive antenna.
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Technology and Fabrication Tolerances

The transmit and receive antennas have been fabricated on 5 mil-thick (127 µm) Rogers RT/Duroid 5880 substrate. The substrate was fully metallised on both sides with 8 µm-thick electroplated copper. The antennas were etched out of the top copper foil by lithography, and the back side metallisation has been left un-patterned. Due to the high operating frequency of the antennas at 76.5 GHz, their electrical properties are highly sensitive to fabrication tolerances. This is especially true for the matching frequency of the antennas, which might be shifted upwards if the under-etching of the structures is too pronounced. Also, in order to determine the fabrication accuracy required for the structures designed at 76.5 GHz, a single patch has been simulated for 8 µm, 5 µm, and 3 µm of under-etching. For these values, the simulated frequency shifts were found to be 1.3%, 0.8%, and 0.5%, respectively. From this, it was decided to keep the under-etching of the structures below at least 3 µm to ensure satisfactory matching properties for the antennas.

Characterisation and Measurements

First, the microstrip antenna sub-array shown in Fig. 3.8 has been manufactured and measured in an anechoic chamber. The E-plane radiation characteristic measured for the sub-array is plotted together with the simulated far field pattern in Fig. 3.14. This radiation characteristic is identical to the E-plane pattern of the complete transmit and receive antennas, providing that their feed networks are shielded as it is intended in the demonstrator.

![Fig. 3.14: Measured and simulated E-plane far field pattern of the antenna sub-array at 76.5 GHz.](image)
According to the measurement, the side lobe level of the antenna array is below \(-14\) dB and the 3 dB beamwidth is 5°, as specified for the antennas in the E-plane. The gain measured for the array is 15 dBi and the radiation pattern is exactly broadside at 76.5 GHz. Away from the design frequency, a slight off-axis angle is observed for the direction of the main lobe. This beam squint is about 1° per GHz and is due to the intrinsic principle of the antenna. Above or below the design frequency, the microstrip lines between the patches have an electrical length different from the one they have at the design frequency, and the radiating slots are fed with a phase gradient. Nevertheless, for bandwidths below 2-3% this off-axis pointing remains small and below 1°. In the present case also, thanks to the small 150 MHz bandwidth required for the sensor, it does not represent a limitation for the overall performance of the system. The return loss of the serially fed array measured around the design frequency is shown in Fig. 3.15. The input matching is better than -10 dB from below 75 GHz up to above 77.1 GHz (2.7%).

Fig. 3.15: Measured return loss of the serially fed patch antenna sub-array.

The complete transmit and receive antennas shown in Fig. 3.11 and 3.13, respectively, have been also measured in an anechoic chamber. As already mentioned, for these antennas the measurements of the far field characteristic and return loss have been performed with an absorber covering the feed network. This was necessary to prevent an increase of the side lobes due to the radiation of the feed networks fabricated on low permittivity substrate. The simulated and measured H-plane far field pattern of the fixed-beam transmit antenna is given in Fig. 3.16. The H-plane far field pattern of the receive antenna is plotted in Fig. 3.17.
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Fig. 3.16: Measured and simulated H-plane far field pattern of the transmit antenna at 76.5 GHz.

Fig. 3.17: Measured and simulated H-plane far field pattern of the receive antenna at 76.5 GHz.
In Fig. 3.16, the measured radiation characteristic exhibits a side lobe level of about -13 dB and a 3 dB beamwidth of 3°, as required in the specifications. The gain of the transmit antenna measured at 76.5 GHz is 25.5 dBi, which corresponds to a radiation efficiency of 19.7%. This radiation efficiency is limited by the dielectric, ohmic, and radiation losses in the entire array, and more importantly in the corporate feed network. The total level of loss in the antenna is estimated at about 7.8 dB. The deviations observed for the measured far field pattern are explained, among others, by the previously discussed inaccuracies in the excitation coefficients of the feed network (Fig. 3.10). The radiation pattern measured for the receive antenna is in good agreement with the simulation (Fig. 3.17). However, the measured 3 dB beamwidth is 51.5° and is slightly narrower than the specified one (60°). The gain measured for the receive antenna is 14.2 dBi. From (3.2.5) and (3.2.8), this corresponds to a radiation efficiency of 25.1% for that antenna with 3 sub-arrays. In this case however, because of the short length of the transmission lines in the feed network, this limited radiation efficiency cannot be justified by the same lossy mechanisms as for the transmit antenna. The receive antenna has been fabricated in a separated process run, and it has been measured with a different feeding structure. Contrary to the previous antennas, this antenna was fed through a coplanar to microstrip transition different from the E-field probe presented in the first chapter. For this reason, the gain and efficiency of this receive antenna cannot be directly compared to those demonstrated for the two firstly presented antennas. This explains also why the gain measured for this receive antenna is lower than the gain of 15 dBi measured for a single antenna sub-array. The return loss measured for the transmit and receive antennas is plotted in Fig. 3.18 and 3.19, respectively.

**Fig. 3.18:** Measured return loss of the transmit antenna.
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For the transmit antenna, the return loss is better than 10 dB from 75 GHz up to 77.3 GHz. This bandwidth is almost identical to that measured for the receive antenna: better than 10 dB from below 75 GHz up to 77.4 GHz. Both antennas have a bandwidth larger than 3%, which is also wider than the 0.2% of bandwidth required for the sensor.

Optimisation of the 1 to 28 Corporate Feed Network

The realisation of the previously presented 1 to 28 corporate feed network has highlighted some drawbacks, which might be cumbersome for the overall performance of the antenna. On one hand, the low permittivity Rogers RT/Duroid 5880 substrate favours radiation from the feed network. Also, if the feed network is not shielded, this radiation increases the side lobe level of the antenna characteristic and augments the insertion loss in the feed network. For this reason, high permittivity substrates are often preferred for the realisation of feed networks. On the other hand, the T-junction power dividers implemented in the feed network are simple to design and to manufacture, but they offer limited performance. They are not matched at the output ports \((S_{22} \neq 0 \text{ and } S_{33} \neq 0)\), and these two output ports are not isolated \((S_{23} \neq 0 \text{ and } S_{32} \neq 0)\). This can be overcome by using other kinds of power dividers such as Wilkinson or branch line coupler power dividers. In these structures, the addition of a lumped resistance enables a satisfactory matching at all ports as well as a theoretically infinite decoupling of the output ports \((S_{23} = 0 \text{ and } S_{32} = 0)\).

For these reasons, the 1 to 28 feed network was intended to be redesigned on LTCC DuPont 943 substrate \((\epsilon_r = 7.4, \tan \delta = 0.0015)\), and using branch line coupler power dividers. A layout of the foreseen feed network is shown in Fig. 3.20.
Nevertheless, despite the higher dielectric constant of the LTCC material and the lower radiation from the feed network on ceramic, the loss in the microstrip lines on LTCC (1.4 dB/cm at 76.5 GHz) is higher than that on Rogers RT/Duroid 5880 (0.5 dB/cm at 76.5 GHz). This is justified by the better performance of Teflon based substrates in terms of loss tangent, roughness, and conductivity of the metallisation. This appears as the price to pay for a substrate that limits radiation.

3.3.3 Conclusion

The work presented in this section 3.3 constitutes the first step towards an RF-MEMS based phased array antenna at W-band. The RF-MEMS phase shifters intended for integration in the transmit antenna are 4-bit phase shifters processed in the EADS Innovation Works RF-MEMS technology [38], [144]. In a later integration, they will be mounted between the feed network on LTCC and the antenna sub-arrays on soft substrate [139]. In the section, the performance measured for the transmit and receive antennas is satisfactory and meets the specifications, except in terms of antenna gain. The gain of the transmit antenna was demonstrated to 25.5 dBi at 76.5 GHz. This is 6.5 dB below the peak gain targeted for that antenna.

3.4 Ka-Band Phased Array Antenna for Satellite Communication

3.4.1 Description of the Targeted Application

Since the advent of satellite communication in the late 60’s, two kinds of antennas have been widely implemented in satellite transceivers: parabolic dishes on-board of large satellites and Omni-Directional Antennas (ODA) in small satellites. Thanks to their directional pattern, parabolic dishes enable high transmission data rates and allow for a reduced transmit/receive power. However, because of their large size and bulkiness, parabolic dishes cannot be mounted on small satellites having limited payloads. Also, small satellites, commonly known as micro- or nano-satellites, are in most cases constrained to operate ODA with limited performance. Furthermore, small satellites are sensitive to inertia and they cannot sustain mechanically steerable antennas for beam scanning. To overcome this situation, electrically steerable antennas have been recently considered.
for implementation in small satellites [145], [146]. Also, besides the advantages that they provide for communication links, phased antennas offer un-precedent opportunities for micro-satellites in the field of imaging and earth observation [147], [148].

The antenna demonstrated in the coming sections is a phased array antenna designed for up-link satellite communication at 35 GHz. The antenna is electrically steerable in the H-plane and shows a fixed broadside pattern in the E-plane. In order to facilitate the integration of the antenna in the complete front-end, a ceramic dielectric was favoured over an organic soft substrate for its fabrication. The antenna is made out of a 6-layer LTCC DuPont 943 substrate ($\varepsilon_r=7.4$, $\tan\delta=0.0015$). Later on, in a complete front-end, these ceramic layers could be the top layers of a 3D integrated LTCC module that contains the different components of the transceiver. The beam radiated by the antenna is steered by means of RF-MEMS phase shifters processed on silicon. As it is described in the coming sections, these phase shifters are integrated in a hybrid fashion onto the ceramic substrate of the antenna.

### 3.4.2 Fixed-Beam Aperture Coupled Patch Antenna Array on LTCC

**Architecture of the Fixed-Beam Antenna**

The fixed-beam antenna is a four by four microstrip antenna array. The antenna is designed with four sub-arrays connected in parallel by a 1 to 4 corporate feed network. The corporate feed network distributes the RF-power to four feeding microstrip lines, where each microstrip line is used to feed one of the four sub-arrays. The radiating patches are patterned on the top LTCC layer. The feed network, corporate feed network plus feeding microstrip lines, is processed five layers below the patches, i.e. one LTCC layer above the back side of the 6-layer LTCC substrate. Three LTCC layers below the patches, a metal plane is realised. It serves as ground plane for both, the patches and the buried microstrip feed network. Each one of the four sub-arrays is designed with four patches connected in series by a buried feeding microstrip line. The patches are connected to the feeding line according to the aperture coupling principle, with coupling slots patterned in the common ground plane [39]. A cross-section of the multilayer ceramic substrate showing the various metal layers is depicted in Fig. 3.21.

![Cross-section of the Ka-band antenna array on 6-layer LTCC DuPont 943 substrate.](image)
The aperture coupling technique offers major advantages over standard probe-fed structures. Firstly, the feed network is separated from the antenna by a fully metallised plane acting as a shield. Thanks to this, the far field pattern of the antenna is not disturbed by the radiation of the feed network, as discussed in section 3.3. Further, microstrip antennas radiate because of the presence of fringing fields at the edges of the patch. For probe-fed patches, these fringing fields are influenced by the feeding line, and the far field characteristic is disturbed especially in terms of symmetry and cross-polarisation. Another advantage of aperture coupled feedings is that the thickness of the substrate can be chosen independently for the radiators and for the feed network. Typically, a large thickness is chosen for the substrate of the antenna in order to maximise its radiation and bandwidth, whilst a thinner dielectric is often preferred for the feeding lines. Nevertheless, in the present case, the position of the ground plane could not be chosen arbitrarily, and it had to be placed in the middle metal layer of the 6-layer LTCC setup. This was imposed by technological reasons specific to the LTCC process.

In each sub-array, the four patches are inductively coupled to the H-field of the microstrip line mode. The feeding structures are designed with H-like slots coupling with the microstrip line processed 220 µm below the ground plane. The last patch of the sub-array is placed one quarter of guided wavelength away from the open-circuited end of the buried microstrip line, at a maximum of the magnetic field. Further, since the radiation pattern to achieve in the E-plane is broadside, all four patches of a sub-array have to be fed in phase. This is done by placing them one guided wavelength away from each other. All coupling slots, feeding lines, and microstrip patches have their symmetry axes that coincide, and there is no offset between them.

**Model and Design of the Fixed-Beam Antenna**

A metal-free aperture patterned in the ground plane of a microstrip line and coupling with its H-field is seen as an impedance in series. Also, for an aperture coupled patch at resonance, the value of that impedance is real and corresponds to the radiating resistance of the patch. Thus, at the design frequency, the patch antenna sub-array with four patches can be represented with four resistances in series and spaced by a guided wavelength. This 360°-electrical length between the patches may be removed to simplify the model, and the sub-array is modelled only by four series resistances. A schematic of the aperture coupled sub-array with four microstrip antennas is shown in Fig. 3.22.

**Fig. 3.22:** Schematic of the aperture coupled sub-array realised with four patches at the design frequency.
In order to optimise the side lobe level of the antenna characteristic in the E-plane, an excitation taper is implemented among the four patches of the sub-array. Since all four patches are in series, they are all fed by the same current, or H-field. Thus, the ratio of the power radiated by two patches is equal to the ratio of their respective radiating resistances. From this, an excitation taper can be implemented by choosing suitable radiating resistances for the elements of the sub-array. There exist principally two techniques to design aperture coupled microstrip antennas with prescribed resistances. This may be done by adjusting the width of the patch itself as demonstrated in section 3.3, or by choosing the appropriate size for the coupling slot. Nevertheless, in the particular case of aperture coupled patches, antennas with a width twice as long as their length are convenient in order to prevent higher modes. Thus, all patches are designed according to this technique and the excitation taper is achieved by adjusting the length of the coupling slots. Large coupling slots provide strong couplings between the feeding line and the radiator, and they achieve large radiating resistances. In return, small coupling slots achieve weak couplings between them and the effective radiating resistance is small. For this reason, the four sub-arrays are designed with 600 µm-long coupling slots for the two patches close to the array centre, and with 525 µm-long coupling slots for the first and last patches. All coupling slots are H-shaped and are 100 µm-wide.

The feed network is designed with three power dividers. They are asymmetrical T-junction power dividers, and they are designed to implement an excitation taper in the H-plane of the aperture. The excitation coefficients used to feed the four sub-arrays have been calculated using the method already presented in section 3.3 and described in [42]. The theoretical excitation coefficients as well as those calculated by full-wave simulation of the designed feed network are given in Fig. 3.23.

Fig. 3.23: Theoretical and simulated excitation coefficients of the feed network in LTCC DuPont 943.
A transparent drawing of the complete fixed-beam antenna array displaying the features described above is given in Fig. 3.24. A photograph of the realised antenna is shown in Fig. 3.25. As indicated on the illustration 3.24, metal-free areas are patterned in the ground plane of the antenna. These metal-free areas allow for ceramic-to-ceramic contact regions and aim at preventing a delamination of the ceramic substrate. They are placed 800 µm (approximately λd/4) away from the microstrip antennas, where they do not influence the RF-behaviour of the structures.

![Transparent drawing of the fixed-beam patch antenna array on LTCC DuPont 943.](image)

**Fig. 3.24:** Transparent drawing of the fixed-beam patch antenna array on LTCC DuPont 943.

![Photograph of the Ka-band fixed-beam antenna array on LTCC: front view(left) and back view(right).](image)

**Fig. 3.25:** Photograph of the Ka-band fixed-beam antenna array on LTCC: front view(left) and back view(right).
The antenna has been fabricated by Via Electronic GmbH, whose design rules for both, the DuPont 951 and 943 LTCC green tapes, are summarised in [70]. The RF-interface is achieved with a mini-SMP connector manufactured by Rosenberger Hochfrequenztechnik GmbH & Co. KG. The connector itself is designed for operation up to 40 GHz [149], and it is soldered on a footprint patterned on the back side of the antenna. The footprint is connected to the buried microstrip feed network by means of LTCC vias. The mini-SMP to microstrip line transition has not been de-embedded in the measurement results presented below.

Characterisation and Measurements

The antenna has been measured in an anechoic chamber at the University of Ulm. The radiation characteristic measured in the H- and E-planes is plotted in Fig. 3.26 and 3.27, respectively. Also, the measured and full-wave simulated return loss of the antenna is given in Fig. 3.28.

The measurement results presented in these three graphs show good agreement between measurement and simulation. The 3 dB beamwidth is 26° in the H-plane and 37° in the E-plane. In these two planes also, the side lobe level is -13 dB and -16.8 dB, respectively. In the H-plane, the antenna is strictly symmetric, and the slight 3° off-axis angle observed between simulation and measurement is attributed to an inaccuracy in the positioning of the antenna during the measurement. This beam squint is close to that observed in the E-plane: 4.5°. The gain measured for the antenna is 13.4 dBi, and its directivity, determined experimentally using (3.2.8), is 14.5 dBi. From this, the radiation efficiency of the antenna calculated using (3.2.5) is 78%.

![Figure 3.26: H-plane far field pattern of the fixed-beam antenna on DuPont 943 at 35 GHz.](image)
Fig. 3.27: E-plane far field pattern of the fixed-beam antenna on DuPont 943 at 35 GHz.

Fig. 3.28: Return loss of the fixed-beam antenna on LTCC DuPont 943.
Further, since the antenna is intended for integration on top of a 3D integrated module, its operational performance shall remain satisfactory even at high temperatures. This has been tested by measuring its return loss over temperature. The temperature range of the experiment, limited by the setup, was between room temperature and approximately 130°C. The matching properties of the antenna, resonance frequency and return loss at 35 GHz, have been extracted from the measurements and are summarised in Fig. 3.29.

![Fig. 3.29: Resonance frequency and return loss at 35 GHz of the fixed-beam antenna over temperature.](image)

A direct conclusion that can be drawn from the experiment concerns the matching frequency. It decreases of about 0.47% as the temperature of the substrate increases between 30°C and 130°C. This down shift of the resonance frequency was expected, and it can be explained by two different phenomena. On one hand, it is explained by the geometrical extension of the structures, when the antenna substrate is warmed up. This geometrical dilatation is quantified by the TCE of the material, given at 6 ppm/°C for the DuPont 943 substrate.

The second phenomenon, which contributes to this shift is the temperature-dependence of the dielectric constant of the material. The variation of $\varepsilon_r$ over temperature for that same ceramic material has been investigated in the second chapter of the thesis. In section 2.7, it was shown that the dielectric constant increases of about 96 ppm/°C, as the temperature increases within a similar range. Logically, this higher dielectric constant at high temperature leads to a down shift of the matching frequency of the antenna. On the other hand, the plot in Fig. 3.29 shows also the return loss of the antenna at 35 GHz and over temperature. $S_{11}$ increases as the temperature of the DUT goes up, from -22.2 dB at 30.7° up to -15.25 dB at 134.8°. This degradation of the return
loss is justified by the same mechanisms, geometrical extension and temperature-dependence of the
dielectric constant, as those explaining the down shift of the resonance frequency. The return loss
remains nevertheless acceptable and better than 15 dB over the entire temperature range up to
130°C.

3.4.3 Phased Array Antenna

The fixed-beam antenna demonstrated in the previous section has been used for the development of
a 1-dimensional electrically steerable antenna. To do so, it has been equipped with four digital RF-
MEMS phase shifters, which are placed between the corporate feed network and the four antenna
sub-arrays. They enable the feeding of the sub-arrays with a controlled relative phase gradient and
allow for a beam steering in the H-plane of the aperture.

Three RF-MEMS technologies were originally intended for integration into the antenna. These
technologies, all based on silicon, are provided by EADS Innovation Works (EADS-IW), Thales
Research and Technology (Thales-RT), and by the Fraunhofer Institute for Silicon Technology
(Fraunhofer-ISIT). The three technologies are realised in different topologies, microstrip or copla-
nar, and they are processed on silicon dielectrics of different thickness. For this reason, three
integration and packaging concepts were developed to fit each kind of phase shifter onto the ce-
ramic substrate of the antenna.

In the frame of this work, a 3-bit phase shifter has been designed in the technology provided by
Thales-RT, and integration techniques have been developed for all three technologies. Also, the
different components of the antenna have been processed and integrated together to realise a stand-
alone electrically steerable antenna demonstrator. The performance of the antenna demonstrator
is validated by measurement results presented at the end of the section.

Ka-Band Phase Shifters in Silicon Technology

The phase shifters processed in the Thales-RT technology are realised in coplanar topology. They
are fabricated on 500 µm-thick high-resistivity silicon dielectric. The switching device implemented
in the phase shifter is a coplanar RF-MEMS shunt switch, developed within the frame of the Eu-
ropean funded project ‘AHRMS’. A top and a cross-sectional view of the switch are depicted in
Fig. 3.30.

The switch is realised with a MEMS membrane processed with two metal layers made out of TiW
and Al, respectively. In the up state, it is suspended 3.30 µm above the centre conductor of the
coplanar line by means of two anchors processed on the coplanar ground planes. The centre con-
ductor of the coplanar line is thinned under the membrane, and it is covered by a 0.20 µm-thick
layer of Si$_3$N$_4$ dielectric ($\varepsilon_r = 7.5$).

As a large majority of RF-MEMS, the membrane of the switch is actuated down by an electrostatic
field. This field is generated by a bias voltage applied between the centre conductor, or a DC-
control pad connected to it, and the ground planes of the coplanar line. Also, the Si$_3$N$_4$ dielectric
layer processed on top of the centre conductor prevents from an ohmic contact between the centre
conductor and the MEMS membrane in the down-state, and the switch is therefore capacitive.
Fig. 3.30: Drawing of the Ka-band RF-MEMS coplanar shunt switch in Thales-RT technology: top view (top) and A-A cross-sectional view (bottom).

The switch has been characterised using full-wave simulations, and an equivalent circuit has been established from the simulated S-parameters. This equivalent circuit is given in Fig. 3.31. In the schematic, the capacitance and inductance modeling the switch are $C_{\text{up}} = 0.0278 \text{ pF}$ and $L_{\text{up}} = 0.0010 \text{ nH}$ for a membrane in the up state, and $C_{\text{down}} = 3.6500 \text{ pF}$ and $L_{\text{down}} = 0.0056 \text{ nH}$.
when the membrane is actuated down. A comparison between the S-parameters calculated using the schematic in Fig. 3.31 and those obtained by lossless full-wave simulations is given in Fig. 3.32.

![Schematic of the Ka-band RF-MEMS coplanar shunt switch in Thales-RT technology.](image)

**Fig. 3.31:** Schematic of the Ka-band RF-MEMS coplanar shunt switch in Thales-RT technology.

The graph shows very good agreement between the full-wave simulated S-parameters and those of the equivalent circuit. In the up state, the switch has a satisfactory broadband transmission, and it exhibits a return loss better than 20 dB from 15 GHz up to the Ka-band. When the membrane is actuated down, it shows a good isolation between the input and output ports. The simulated isolation is better than -40 dB at the design frequency of 35 GHz.

![Schematic(dashed) and full-wave simulated(solid) S-parameters of the Ka-band RF-MEMS coplanar shunt switch in Thales-RT technology.](image)

**Fig. 3.32:** Schematic(dashed) and full-wave simulated(solid) S-parameters of the Ka-band RF-MEMS coplanar shunt switch in Thales-RT technology.
The switch has been used to design a Ka-band 3-bit phase shifter. It is realised with three bits providing phase shifts of 45°, 90°, and 180°, all connected in series. A layout of the RF-MEMS phase shifter is depicted in Fig. 3.33.

![Fig. 3.33: Layout of the Ka-band RF-MEMS phase shifter in Thales-RT technology.](image)

The 45° bit is designed in a loaded line topology [150]. According to this technique, the main coplanar line is loaded with two short-circuited stubs made adjustable by means of RF-MEMS switches. Depending on the up- or down-state of the switches, the adjustable stubs achieve two different susceptances, \( B_1 \) and \( B_2 \), that change the phase of the signal on the main coplanar line. The values of the susceptances \( B_1 \) and \( B_2 \) to achieve are calculated from the phase shift \( \Delta \psi \) to realise with the bit. They are calculated using

\[
B_{1,2} = \frac{1}{Z_0} \left( \frac{\cos \theta \pm \tan(\Delta \psi/2)}{\cos(\Delta \psi/2)} \right).
\]

There exist principally three kinds of loaded line structures. They are called "class I", "class II", and "class III" loaded line structures [150]. Among these, class III structures are often preferred over the two others, because they exhibit a constant insertion loss for the two states of the switches. Also, they have a relatively broadband constant-phase response, sensibly better than that offered by the other structures.

Class III loaded line bits are designed using two identical stubs separated by a \( \lambda/4 \)-long transmission line. The characteristic impedance of this mid-section is chosen such that the structure is matched for both, the up- and down-states of the RF-MEMS switches (3.4.2). The length of the stubs as well as the location of the switches along them are determined after the values of the susceptances \( B_1 \) and \( B_2 \) to achieve. These dimensions are calculated so that the impedances realised by the stubs in the up-state are complex conjugate with those achieved in the down state.
The remaining design equations of class III loaded line structures are given by

\[ Z_c = Z_0 \frac{\cos(\Delta \psi / 2)}{\sin \theta}, \]  

\[ B_1 = \frac{1}{Z_s} \tan(\theta_1 + \theta_2), \]  

\[ B_2 = \frac{1}{Z_s} \tan(\theta_1). \]  

In (3.4.1), (3.4.2), (3.4.3), and (3.4.4), \( Z_0 \) and \( Z_s \) are the characteristic impedances of the mid-section coplanar line and adjustable stubs, respectively. \( \Delta \psi \) is the phase shift to achieve with the bit expressed in degrees. \( \theta \) is the electrical length of the coplanar mid-section, equal to 90° for class III loaded line bits. Finally, \( \theta_1 \) and \( \theta_2 \) are the electrical lengths of the first and second sections of the adjustable stubs, before and after the switch, respectively.

Phase shifters based on loaded line structures have very low insertion loss. Nevertheless, for large phase shifts above 45°, the low loss is at the price of a limited bandwidth and some alternative designs are often preferred. For this reason, the 90°- and 180°-bits of the phase shifter have been designed according to a technique known as 'switched line'. Here, the bits are realised with two transmission lines of different lengths and addressed by means of switches. The switches are identical to those used for the 45°-bit, and they are used to short-circuit one or the other transmission line. Also, since the switches are shunt switches, they are placed one-quarter of wavelength away from the ends of the transmission lines to address. In this way, they enable the selection of a given path, and thus of a given phase for the RF-signal. Finally, the difference between the lengths of the two transmission lines is chosen so that their phase difference corresponds to the phase shift to achieve. This means 90° and 180° for the bits considered here.

As already mentioned, the electrodes of the switches are the centre conductors and ground planes of the coplanar lines. In order to be easily accessible, the centre conductors of the switches in the phase shifter are connected to DC-control pads. This is done by means of narrow high-resistivity lines patterned under the metal structures and made out of TiW. They allow for an actuation of the switches with the appropriate DC-control voltage without changing the RF-behaviour of the coplanar lines. Further, in order to actuate separately the different bits of the phase shifter, DC-decoupling capacitances are implemented between the different switches. They are Metal Insulator Metal (MIM) capacitors realised with 0.2μm of Si₃N₄ as dielectric between the electrodes. The capacitors are 145μm-long and 130μm-wide. This corresponds to a capacitance of about 6.25 pF and ensures a satisfactory transmission of the RF-signal from approximately 2 GHz. Finally, in order to prevent the excitation of parasitic modes in the coplanar lines, the ground planes are connected with so-called ‘air bridges’. The different features of the phase shifter described here are shown in Fig. 3.33.

The three bits of the phase shifter have been optimised separately and together using full-wave simulations. The simulated return loss of the complete 3-bit phase shifter is presented with its insertion loss in Fig. 3.34. The phase shifts achieved for the different switching states of the phase shifter are given in Fig. 3.35. Also, the standard phase deviation and mean insertion loss of the
phase shifter have been calculated using (3.4.5) and (3.4.6), respectively [151]. They are plotted against frequency in Fig. 3.36.

\[
\sigma_\psi(f) = \sqrt{\frac{1}{12 \cdot 360} \sum_{i=1}^{N} (\psi_{i+1}(f) - \psi_i(f))^3} \quad (3.4.5)
\]

\[
\tilde{IL}(f) = 20 \log \left( \frac{1}{N} \sum_{i=1}^{N} |S_{21,i}(f)| \right) \quad (3.4.6)
\]

In these formulas, \( N \) is the total number of switching states of the phase shifter, eight for a 3-bit phase shifter, and \( i \) is the index of the various states. Also, \( \psi_i(f) \) and \( |S_{21,i}(f)| \) are the phase shift and insertion loss of the phase shifter in the \( i^{th} \) switching state, respectively.

At 35 GHz, the simulated insertion loss is below 2.5 dB, and the return loss is better than 14 dB for any switching state. Further, from 31.5 GHz up to above 38 GHz, the phase shifter exhibits very good performance. Over this frequency range of 18.6% (6.5 GHz), it has a standard phase deviation better than 14.4° and a mean insertion loss below 3.4 dB.

![Fig. 3.34: Simulated return loss and insertion loss of the Ka-band RF-MEMS phase shifter for the different switching states.](image-url)
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![Fig. 3.35: Phase shifts simulated for the eight switching states of the Ka-band RF-MEMS phase shifter.](image)

![Fig. 3.36: Simulated mean insertion loss and standard phase deviation of the Ka-band phase shifter.](image)
This deviation of the achievable phase shifts from the ideal linear phase gradient will influence the radiation pattern of the antenna, especially when it is steered away from broadside. This concerns mainly the pointing direction of the main beam, the side lobe level of the radiation pattern, and the gain of the antenna. Also, the standard phase deviation is used to calculate an equivalent number of bits for the phase shifter. This is equal to 2.85 bits for 14.4° of standard phase deviation. For the antenna in which the phase shifter will be integrated, this means a beam pointing error of 0.1 (in beamwidths) and a gain 0.28 dB lower. According to the continuous array approximation [152], an equivalent number of bits of 2.85 corresponds also to a peak side lobe level of -17.2 dB. These characteristics of phase shifters are calculated by (3.4.7) for the equivalent number of bits, (3.4.8) for the decrease in gain, (3.4.9) for the beam pointing accuracy, and by (3.4.10) for the peak side lobe level due to quantisation errors [132].

\[
N_B = \frac{\log \left( \frac{180^\circ}{\sigma \psi \cdot \sqrt{3}} \right)}{\log(2)} \quad (3.4.7)
\]

\[
\Delta G \approx 10 \log \left( 1 - \left( \sigma \psi \cdot \frac{\pi}{180} \right)^2 \right) \quad (3.4.8)
\]

\[
\delta \varphi = \frac{\pi}{4 \cdot 2^{N_B}} \quad (3.4.9)
\]

\[
SLL_{pk,Q} = 20 \log \left( \frac{1}{2^{N_B}} \right) \quad (3.4.10)
\]

Hybrid Integration Concepts for the Phase Shifters onto the LTCC Antenna Board

Three integration concepts were developed for the three previously mentioned RF-MEMS phase shifters. All phase shifters were intended to be integrated in a hybrid fashion onto the ceramic substrate of the antenna presented in section 3.4.2. The technique developed for the integration of the phase shifters fabricated by EADS-IW is presented in Fig. 3.37.

The phase shifters manufactured by EADS-IW implement a microstrip topology, and they are processed on 200µm-thick silicon dielectric. According to the proposed technique, all four phase shifters are placed in a single large cavity realised in the LTCC substrate. The bottom of the cavity is fully metallised by an extension of the ground plane of the buried antenna feed network. Also, in order to connect this ground plane on LTCC to the ground plane processed on the back side of the silicon chips, the phase shifters are placed in the cavity by means of conductive glue. The input and output microstrip lines of the phase shifters are connected to the antenna feed network, corporate network on one side and feeding lines on the other side, with Al RF bond-wires. Nevertheless, since the feed network of the antenna is realised with microstrip lines buried in LTCC, a transition bringing them to the bottom of the substrate was designed (Fig. 3.38). It is realised with a 110µm-long LTCC via that connects the buried line to a bond-pad processed on the back side of the ceramic dielectric. Further, in order to keep the bond-wires as short as possible, the cavity in LTCC is processed with a depth of 330µm, which corresponds to three layers of LTCC. The DC-control lines (not represented in Fig. 3.37) are realised in free layers of the LTCC substrate. They are patterned one and two ceramic layer(s) above the ground plane, where no RF structures are realised. The control lines are connected to the phase shifters with LTCC vias, themselves
connected to bond-pads on the back side of the substrate. The bond-pads on LTCC and those on the silicon chips are connected using Al DC bond-wires. Finally, the phase shifters were intended to be packaged with a glass lid placed on top of a 100 µm-high SU-8 frame. This packaging concept foreseen for the phase shifters is not hermetic but protects MEMS structures against dust. Also, it allows a sawing of the silicon chips.

**Fig. 3.37:** Hybrid integration concept for the EADS-IW RF-MEMS phase shifters.

![Hybrid integration concept for the EADS-IW RF-MEMS phase shifters.](image)

**Fig. 3.38:** 3D view of the buried microstrip line to microstrip line transition in LTCC DuPont 943.

![3D view of the buried microstrip line to microstrip line transition in LTCC DuPont 943.](image)
The RF-MEMS phase shifters manufactured by Thales-RT have been described in detail in a previous paragraph of this section. They are coplanar phase shifters processed on 500µm-thick silicon dielectric. The hybrid integration concept developed for these phase shifters is depicted in Fig. 3.39 and 3.40.

**Fig. 3.39:** Hybrid integration concept for the Thales-RT RF-MEMS phase shifters.

**Fig. 3.40:** 3D view of the buried microstrip line to coplanar line transition in LTCC DuPont 943.
Here, each chip is placed in an individual cavity processed in the LTCC antenna board. Since the phase shifters are made out of 500\,µm-thick dielectric, the cavities are manufactured with a 550\,µm depth. Thus, according to the proposed architecture, only one 110\,µm-thick LTCC layer is left for the bottom of the cavity. The chips are placed in the cavities using non-conductive glue. The phase shifters are connected to the feed network of the antenna using Al RF bond-wires. As for the EADS-IW phase shifters, a transition has been designed for the buried microstrip lines. Nevertheless, in the present case, both the buried line and its ground plane are led to the back side of the substrate with vias in LTCC. A 3D view of this transition is shown in Fig. 3.40. At 35 GHz, the transition calculated using full-wave simulations exhibits a return loss better than 10 dB and an insertion loss of about 1 dB.

On top of this, the phase shifters are intended to be packaged using a glass lid mounted on top of a LTCC frame. The ceramic frame is 800\,µm-high. It is placed on the back side of the antenna substrate, around the cavities processed for the phase shifters. Further, due to the sensitiveness of MEMS structures against temperature, a glue curable at high temperature cannot be used for the assembly. Thus, a UV-curable glue shall be utilised to fix the ceramic frame and the glass lid. The proposed packaging prevents the RF-MEMS from being damaged by dust but it is not hermetic. A major difference with the firstly proposed SU-8 packaging is that the present technique does not enable a separation of the chips by sawing. In return, it covers all the four phase shifters with only one frame and one lid, and it cares for the bond-wires between the silicon chips and the LTCC board.

The third and last phase shifters intended for integration onto the ceramic substrate of the antenna are developed and processed by Fraunhofer-ISIT. Like the phase shifters manufactured by Thales-RT, they are realised in coplanar topology and are fabricated on 500\,µm-thick silicon dielectric. In the integration concept presented in Fig. 3.41, the phase shifters are flip-chipped onto the LTCC substrate of the antenna.

According to the integration technique foreseen for these phase shifters, bond-wires are no longer used for the RF- and DC-connections. They are replaced by stud bumps made out of Au and approximately 25-30\,µm high. Stud bumps present some advantages over RF bond-wires for millimetre-wave applications. At high frequencies, even a short length of RF bond-wire is inductive and increases the return loss of the transition. This can be overcome by implementing several bond-wires in parallel, or by designing matching networks close to the bond-wires. In most cases however, the design of broadband matching networks is a challenging task, and such networks often reduce the bandwidth of the transition. In return, from the mechanical point of view, bond-wires allow for a better geometrical flexibility, especially convenient when the thermal extension of the materials is different: TCE of silicon=3 ppm/°C, and TCE of LTCC DuPont 943=6 ppm/°C. Bond-wires accept variations in the relative dimensions of the devices, contrary to stub-bumps which are loaded with stress when the components do not extend by the same amount. This tension may lead stud bumps to crack after a number of warming-up and cooling-down cycles, which is of course critical for the reliability of the connections. For this reason, the material used for the stud bumps shall be chosen elastic enough to follow the geometrical changes of the connected devices. Another constraint to observe when choosing stud bumps material is the melting temperature. The material chosen to solder the MEMS chips shall have a low-enough melting temperature, and the flip-chip process must be executed within a maximum duration. These two parameters, melting temperature and process duration, are driven by the thermal requirements of the considered RF-MEMS technology.
In order to prevent the MEMS bridges from touching the ceramic substrate, four 110 $\mu$m-deep cavities are manufactured in LTCC and below the phase shifters. The packaging concept foreseen for the Fraunhofer-ISIT phase shifters is basically the same as the one described for the Thales-RT phase shifters. Nevertheless, for these phase shifters, it does not represent an issue for separating the chips because they are intended to be cleaved by laser (stealth dicing). For this reason, they do not need to be packaged before dicing. Finally, a buried microstrip line to coplanar transition has been designed. The transition is similar to that presented for the Thales-RT phase shifters, but with a different pitch of the coplanar line. Also, it implements a different design for the matching network, since RF bond-wires are no longer used.

**Fig. 3.41: Hybrid integration concept for the Fraunhofer-ISIT RF-MEMS phase shifters.**

### Ka-Band Electrically Steerable Antenna Demonstrator

The previously presented Ka-band antenna array has been equipped with EADS-IW RF-MEMS phase shifters, which were the only phase shifters available within the limited time frame of this work. Nevertheless, the design, the realisation, and the measurement of these phase shifters were not parts of the work reported here, and are therefore presented in appendix of the thesis. A photograph of the fully integrated electrically steerable antenna is shown in Fig. 3.42. This antenna was assembled according to the concept described in Fig. 3.37.

The photograph shows a front view and a rear view of the steerable antenna. The radiating patches patterned on top of the ceramic substrate are visible on the front view of the antenna. The four phase shifters mounted in a cavity on the back side of the substrate are shown on the rear view of the antenna. As already mentioned, the phase shifters are between the corporate feed network and the feeding microstrip lines. These are however not visible on the photograph because they are in a buried layer of the substrate. Finally, on the left-hand side of the illustration, a micrograph of
the bond-wire interface is shown. It displays the bond-wire connections implemented for both, the RF- and DC-control signals. As shown on the micrograph, two bond-wires are used in parallel to connect the RF microstrip lines on silicon to the bond-pads on ceramic. This aims at reducing by half the inductance added by the bond-wires in order to preserve the return loss of the antenna.

![Image of the antenna](image)

**Fig. 3.42:** Photograph of the Ka-band RF-MEMS electrically steerable antenna on LTCC: front view (middle), back view (right), and bond-wire connections (left).

**Characterisation and Measurements**

The far field radiation characteristic of the antenna has been measured in an anechoic chamber at the University of Ulm. It has been measured at 35 GHz, and for three switching states of the phase shifters: for a main beam pointing the broadside direction and the ±15° steered directions. For this measurement, the phase shifters have been actuated using the antenna control setup described in the first chapter of this thesis. The H-plane far field patterns measured for the antenna are plotted in Fig. 3.43.

In this graph, the radiation characteristics point the -11°, 4.5°, and 22° directions, and they exhibit 24°, 21.5°, and 20.2° of half-power beamwidth, respectively. The side lobe level of the three H-plane patterns is -11.8 dB, -8.4 dB, and -5 dB, respectively. The asymmetry observed in the radiation characteristics cannot be attributed to the antenna itself, because it is strictly symmetric in the H-plane. Thus, the relatively high side lobe level and the pointing error of about 4° can be only justified by inaccuracies in the integration of the phase shifters. These inaccuracies are believed to be mainly differences between the lengths of the various bond-wires, as well as a perfectible positioning of the silicon chips in the cavity. The return loss of the complete RF-MEMS antenna...
has been measured for both, the broadside and the 15° steered beam states. The $S_{11}$-parameter measured for both configurations is plotted in Fig. 3.44.

**Fig. 3.43:** Radiation characteristics measured in the H-plane for the RF-MEMS electrically steerable antenna at 35 GHz.

**Fig. 3.44:** Measured return loss of the RF-MEMS electrically steerable antenna on LTCC.
For the main beam pointing the broadside direction, the return loss is better than 10 dB from 33.88 GHz up to above 40 GHz. Also, when the main beam is steered in the 15° direction, the return loss of the antenna remains very good and better than 10 dB from 32.60 GHz up to 40 GHz and beyond.

The gain of the antenna has been measured for all three pointing directions of the main beam. It exhibits a satisfactory value of about 8 dBi in both, the broadside and the ±15° steered directions. According to (3.2.5) and (3.2.8), this corresponds to a radiation efficiency of 18.6% for the broadside characteristic. This gain measured for the electrically steerable antenna is 5.4 dB below the gain of the fixed-beam antenna. This decrease in gain is explained partly by the insertion loss of the RF-MEMS phase shifters of about 2.5 dB (see Appendix A) but also by the loss in the two additional transitions. The two buried microstrip line to microstrip line transitions plus bond-wires implemented on both sides of the phase shifters are accounted for 2.9 dB of loss.

3.4.4 Conclusion

In the different paragraphs of this section, a fixed-beam and a phased array antenna for operation at Ka-band have been demonstrated. The antennas are made out of low-loss ceramics, and the electrically steerable antenna is equipped with RF-MEMS phase shifters. These antennas were developed with the ambition to investigate what emerging technologies will enable in terms of cost, integration, and performance, for the next generation of millimetre-wave front-ends. Also, beyond these two antennas, three hybrid integration concepts have been proposed for three different technologies of RF-MEMS phase shifters. Each one of the integration and packaging techniques was described with its pros and cons, depending on the configuration of the front-end. Finally, as it was highlighted by the measurement results presented for the electrically steerable antenna, the hybrid integration of millimetre-wave phase shifters is a challenging task. On top of the tight fabrication tolerances mandatory for the components, the performance of millimetre-wave phased antennas depends also largely on the quality of the assembly of these components, which has to be executed with a very high accuracy.

3.5 X-Band Phased Array Antenna

3.5.1 Architecture and Hybrid Integration Concept

The X-band electrically steerable antenna presented in the coming sections is similar to the W-band antenna presented in section 3.3. The antenna is steerable in the H-plane, and it shows a fixed broadside pattern in the E-plane. It is realised with four microstrip antenna sub-arrays connected in parallel by a corporate feed network. A 3D model of the antenna array with two simulated steered beams is shown in Fig. 3.45.

The electrically steerable antenna is realised with a microstrip antenna array, a microstrip feed network, and four RF-MEMS phase shifters. The antenna array as well as the feed network are manufactured on 31 mil-thick (787 µm) Rogers RT/Duroid 5880 substrate. The RF-MEMS phase shifters are processed on 300 µm-thick high-resistivity silicon dielectric. They are placed between the feed network and the antenna array, and they are connected on both sides by means of Al RF bond-wires. Further, a DC-control board made out of multilayer FR4 is mounted under the
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antenna and feed network. In its middle metal layer, the control board contains the DC-control lines necessary for the actuation of the phase shifters. The DC-control pads patterned on the silicon chips are connected to the DC-control lines in the FR4 board by means of bond-wires and vias. Two cross-sectional views showing the hybrid integration of the different elements are shown in Fig. 3.46.

Fig. 3.45: Model of the X-band RF-MEMS phased array antenna with two simulated radiation patterns steered in the H-plane.

Fig. 3.46: Architecture of the X-band electrically steerable antenna.
The components of the antenna are mounted onto an aluminium holder providing a good rigidity to the entire demonstrator. All components of the antenna: feed network, antenna array, and phase shifters are realised in microstrip topology. Thus, in order to achieve a common ground plane for all of them, the top of the DC-control board is almost fully metallised, and the components are placed on it with conductive epoxy. The difference in thickness between the silicon chips and the soft Teflon substrate is about 500\(\mu m\). This implies the use of 700\(\mu m\)-long RF bond-wires, which, thanks to the relatively low operating frequency, do not increase much the return loss of the antenna. In return, the lengths of these bond-wires have to be similar in order to keep the un-steered radiation characteristic of the antenna pointing towards the broadside. The RF-interface is realised using an SMA connector manufactured by Rosenberger GmbH. It is fixed on the aluminium holder and soldered to the microstrip line of the feed network. The DC-control lines in the FR4 substrate are connected to a 24-pin connector provided by Darwin. The connector is placed in a window realised in the Rogers substrate, and it is soldered on a footprint patterned on top of the FR4 board. Finally, the RF-MEMS chips are packaged using a glass lid placed on top of the Rogers substrate. It is fixed on the bottom part of the antenna substrate and on the top part of the feed network substrate. The lid covers all the four phase shifters and covers also the bond-wires. In order to prevent the RF bond-wires from touching the glass lid, a cavity is also realised on its back side.

### 3.5.2 Fixed-Beam Patch Antenna Array

#### Design of the Antenna Array

The E-plane radiation pattern of the antenna is determined by the length of the serially fed patch antenna sub-arrays, as well as by the excitations chosen for the radiators along it. On the other hand, the H-plane pattern depends on the position of the four sub-arrays, and on their respective feeding coefficients. All four serially fed patch antenna sub-arrays are identical, and they have been designed using the ETLM model presented in section 3.3. They are realised with eight patches connected in series by 200\(\mu m\)-wide microstrip lines. They are connected in parallel by a corporate feed network. This feed network is achieved in two stages with 1-to-2 T-junction power dividers. The power dividers are asymmetrical and their distribution ratios are designed to feed the four antenna sub-arrays with an excitation taper. As for the antennas demonstrated in the other sections of the chapter, the excitations of the sub-arrays are computed by the technique presented in [42]. The theoretical excitation coefficients and those full-wave simulated for the 1-to-4 corporate feed network are given in Fig. 3.47.

In the histogram, each sub-array is represented by its index on the X-axis. The indexes 1 and 4 represent the outermost sub-arrays, and the indexes 2 and 3 represent the sub-arrays close to the centre of the antenna. The excitations are normalised in order to have the overall power (sum of the squared amplitudes) equal to unity. In the E-plane, no excitation taper is implemented and all eight patches of the sub-array radiate the same amount of power.

The antenna has been designed with an inter-element spacing of 15800\(\mu m\), i.e. 0.5\(\lambda\) at 9.5 GHz, in the H-plane. This spacing ensures a grating lobe-free radiation characteristic for a beam steering up to end-fire, which is more than the scan angle effectively achievable with the antenna. A photograph of the fixed-beam antenna is depicted in Fig. 3.48.
Fig. 3.47: Theoretical and simulated excitation coefficients of the 1-to-4 corporate feed network.

Fig. 3.48: Photograph of the fixed-beam X-band antenna array.
Characterisation and Measurements

The E- and H-plane radiation characteristics of the antenna have been measured in an anechoic chamber at the University of Ulm. Also, its return loss as well as the SMA to microstrip line transition have been measured at EADS Innovation Works using an Agilent E8363B PNA network analyser. The insertion loss measured for the transition alone is 0.17 dB at 10 GHz. Beyond the X-band, the measured S-parameters have shown that the transition exhibits good performance up to at least 15 GHz with a return loss better than 20 dB.

The E- and H-plane far field radiation characteristics of the antenna are shown in Fig. 3.49 and 3.50, respectively. The measured 3 dB beamwidth is 10° in the E-plane, and 22° in the H-plane. The side lobe level is better than -11 dB and -17 dB in these two planes, respectively. Also, the gain measured for the antenna is 17 dBi at the design frequency of 9.5 GHz. A measurement of the antenna pattern over a larger frequency range has also highlighted a satisfactory behaviour of the antenna between 9.3 GHz and 9.7 GHz. This corresponds to a bandwidth of 4.2%, which is limited by the principle of the serially fed antenna array technique. As already mentioned in section 3.3, serially fed antenna arrays exhibit off-broadside squinted beams when the operating frequency moves away from the design frequency. The measured and simulated return loss of the antenna is depicted in Fig. 3.51. It is better than 10 dB between approximately 9.45 GHz and 9.72 GHz (2.8%). Over this frequency range, the off-axis angle measured for the main beam is smaller than 4°, which is 0.4 times the E-plane beamwidth.

![Normalized Far Field Radiation Pattern](image)

**Fig. 3.49:** Measured and simulated E-plane far field pattern of the fixed-beam antenna at 9.5 GHz.
Fig. 3.50: Measured and simulated H-plane far field pattern of the fixed-beam antenna at 9.5 GHz.

Fig. 3.51: Measured and simulated return loss of the fixed-beam antenna.
3.5.3 Phased Array Antenna

X-Band RF-MEMS Phase Shifters on Silicon

The RF-MEMS phase shifters integrated in the X-band phased array antenna were not designed in the frame of this thesis [153]. Nevertheless, in order to serve the consistency of the work presented here, some key design features and measurement results are presented in the following paragraphs. The RF-MEMS phase shifters are realised in microstrip topology on 300 µm-thick high-resistivity silicon dielectric. The phase shifting is achieved with three bits of 45°, 90°, and 180°, all designed according to the switched line technique. The transmission lines are addressed by two SP2T (Single Pole Double Throw) RF-MEMS serial switches for the 90° bit, and two SP4T (Single Pole Four Throw) switches for the 45° and 180° bits. Also, in the proposed design, the 45° and 180° bits are designed in parallel. Thus, an additional switched line of 225° had to be also designed to overcome that these two bits cannot be added as in a full serial arrangement of the phase shifter [154]. The overall size of the chip is about 7.5 mm x 8.5 mm, which is not yet pushed to the limit of the miniaturisation of the phase shifter. A photograph of the phase shifter is shown in Fig. 3.52.

![Photograph of the X-band 3-bit RF-MEMS phase shifter.](image)

The switches are processed in the low-complexity EADS Innovation Works RF-MEMS technology [52]. In order to assess the performance of the switches alone, they have been fabricated and characterised separately, before the phase shifter was designed. The SPDT switch is realised using two SPST serial switches connected at 90°, and both switches have the same performance. In return, the SP4T switch has been completely redesigned to allow for a higher space efficiency necessary to gather the four switches as close as possible to the line which they have in common. The performance of the switches measured at 9.5 GHz is summarised in Table 3.2.
### Table 3.2: Measured performance of the SPDT and SP4T RF-MEMS switches.

<table>
<thead>
<tr>
<th></th>
<th>SPDT</th>
<th>SP4T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Insertion Loss</td>
<td>0.2 dB</td>
<td>0.4 dB</td>
</tr>
<tr>
<td>Isolation</td>
<td>19 dB</td>
<td>25 dB</td>
</tr>
<tr>
<td>Return Loss</td>
<td>25 dB</td>
<td>27 dB</td>
</tr>
</tbody>
</table>

The phase shifts measured for the eight switching states of the phase shifter are plotted in Fig. 3.53. The return loss and insertion loss measured for the same switching states are plotted in Fig. 3.54.

At the design frequency of 9.5 GHz, the insertion loss of the phase shifter is below 2 dB and its return loss is better than 13 dB, for any switching state. Also, according to the measurements in Fig. 3.54, the phase shifter shows a satisfactory broadband behaviour from below 8 GHz up to 12 GHz and beyond. Nevertheless, due to the digital nature of the phase shifter, only discrete phase shifts multiple of 45° are achievable, and the ideal phase gradient required to steer the main beam cannot be exactly realised [132]. This is assessed by calculating the standard phase deviation of the phase shifter. The rms phase error and the mean insertion loss of the phase shifter are plotted versus frequency in Fig. 3.55.

**Fig. 3.53:** Phase shifts measured for the eight switching states of the X-band phase shifter.
Fig. 3.54: Insertion loss and return loss measured for the X-band phase shifter.

Fig. 3.55: Standard phase deviation and mean insertion loss of the X-band phase shifter.
The phase shifter exhibits a rms phase deviation better than 14° from 9 GHz up to 10.5 GHz, with a minimum of 13.1° at 9.66 GHz. From (3.4.7), 14° of standard phase deviation corresponds to an equivalent number of bits of 2.89. This corresponds also to a rms pointing accuracy of 0.14 (in beamwidths) for the antenna characteristic (3.4.9). Further, according to (3.4.10) and (3.4.8), 2.89 bits provide a peak side lobe level of -17.40 dB for a continuous aperture, and a quantisation loss of 0.26 dB. These performances are close to those of an ideal 3-bit phase shifter which are, a pointing accuracy of 0.1 beamwidths, a peak side lobe level of -18.06 dB, and a quantisation loss of 0.26 dB.

**Phased Array Antenna Demonstrator**

The complete phased array antenna has been assembled according to the architecture described in section 3.5.1. A photograph of the fully integrated antenna connected to its RF-coaxial and DC-control cables is depicted in Fig. 3.56.

![Fig. 3.56: Photograph of the X-band phased array antenna demonstrator.](image)

The photograph shows the different elements of the antenna mounted on a rigid aluminium holder. The 4-by-8 microstrip antenna array and the corporate feed network are depicted on the top and bottom parts of the picture, respectively. Between them and under the glass lid, the four RF-MEMS phase shifters are the dark silicon chips. The DC-control board made out of metallised FR4 is visible between these silicon chips, in the gold-coloured areas. In these gold regions also, the DC bond-pads and bond-wires for the control lines are apparent. The 24-pin connector on the right-hand side of the feed network is the DC-control connector. It is connected to a switch matrix and allows for a control of the phase shifters according to the technique described in the first chapter. Finally, as previously mentioned, the RF-interface is implemented with an SMA connector mounted on the holder and soldered to the microstrip line on Rogers substrate. This SMA interface is shown on the lowermost part of the photograph.
Characterisation and Measurements

The far field radiation characteristic of the antenna has been measured at 9.5 GHz in the facilities of EADS Astrium in Ottobrunn. The E-plane pattern, which is fixed and does not depend on the switching state of the phase shifters is plotted in Fig. 3.57.

![Measured E-plane far field characteristic of the electrically steerable antenna at 9.5 GHz.](image)

**Fig. 3.57:** Measured E-plane far field characteristic of the electrically steerable antenna at 9.5 GHz.

In the E-plane, the electrically steerable antenna exhibits a broadside radiation pattern very similar to that measured for the original fixed-beam array. The half-power beamwidth of this characteristic is 8.3°. It is slightly narrower than the 10° of beamwidth measured at the same level for the fixed-beam antenna. Also, the measured side lobe level is -11 dB and is identical to that measured for the fixed-beam antenna. However, it occurs for different side lobes in the two radiation characteristics. The highest side lobe appears at 16° for the fixed-beam antenna, and at 70° for the electrically steerable antenna. This difference is believed to be caused by parasitic radiations of the RF bond-wires used to connect the silicon chips. The H-plane radiation characteristic of the electrically steerable antenna has been measured for three pointing directions of the main beam. The three radiation characteristics are plotted in Fig. 3.58.

The plot shows well-formed main beams scanned in the -17°, -2°, and +12° directions. The 3 dB beamwidth is 24.7° for the broadside beam, and about 26.5° for the two beams steered in the -17° and +12° directions. The side lobe level is -8.8 dB, -9.2 dB, and -6.7 dB, for the characteristics scanned in the -17°, -2°, and +12° directions, respectively. Thus, for the broadside pattern, it is 7.8 dB above the side lobe level measured for the fixed-beam antenna. The return loss of the electrically steerable antenna was measured for a main beam pointing in the broadside direction. It is plotted in Fig. 3.59.
Fig. 3.58: Measured H-plane far field characteristics of the electrically steerable antenna at 9.5 GHz.

Fig. 3.59: Measured return loss of the X-band electrically steerable antenna.
The return loss is better than 10 dB between 9.49 GHz and 9.80 GHz. This corresponds to a relative bandwidth of 3.3%, slightly larger than the bandwidth measured for the fixed-beam antenna (2.8%). The high side lobe level and the asymmetry observed in the H-plane radiation characteristics might be explained by different factors. Firstly, a known source of inaccuracy is the quantisation error due to the digital phase shifters. As already noticed, 3-bit phase shifters are limited to 45°-stepped phase shifts, and they cannot achieve the linear phase gradient ideally required for the excitations. For this reason, the four sub-arrays are fed with phase errors, which may increase the side lobes in the H-plane pattern. Also, this is emphasised by the design of the phase shifters that is not perfect, and the actual quantisation error of the real phase shifters is even further pronounced. Another source of error is due to parasitic radiations from the feed network. Contrary to the signals radiated from the phased array, those of the feed network are fixed and do not depend on the switching state of the phase shifters. This leads to an increased side lobe level, generally in the broadside direction. However, the quantisation of the phase shifters and the radiation of the feed network cannot be responsible for an asymmetrical broadside characteristic. For this, a justification is more likely in the use of bond-wires with unequal lengths for the connection of the silicon chips. If they are of different lengths, bond-wires create phase and amplitude errors in the feeding signals. Such errors affect both steered and broadside radiation patterns.

In order to assess the influence of the different sources of inaccuracy discussed here, additional electromagnetic simulations corresponding to these different cases have been performed. The re-simulated far field patterns and the measured H-plane radiation characteristic are compared in Fig. 3.60 for a -15° steered beam.

![Graph of H-plane far field pattern](image)

**Fig. 3.60:** Measured and simulated H-plane far field pattern of the X-band electrically steerable antenna.
To perform these simulations, the four sub-arrays of the antenna have been excited with four individually-controlled discrete ports. This enables the calculation of the radiation characteristic of the antenna for any complex excitation of the sub-arrays. The graph shows three H-plane radiation characteristics. The characteristic in red is calculated when the sub-arrays are fed with the ideal linear phase gradient, that in green is obtained when the phase distribution is achieved by ideal 3-bit phase shifters, and the radiation pattern measured for the antenna in the H-plane is plotted in blue for comparison purposes. Another simulation performed with the phase shifts actually measured for the phase shifters implemented in the demonstrator was also performed. Nevertheless, this radiation characteristic being extremely close to that obtained for ideal 3-bit phase shifters, it is not plotted in the graph for better visibility.

The first conclusion which can be drawn from the comparison concerns the side lobe level of the patterns. In both simulated characteristics, it is very similar and about -18 dB. It is 9 dB below the side lobe level actually measured for the antenna. Also, for the chosen scan angle, the simulated radiation characteristics exhibit an excellent pointing accuracy. The calculated pointing directions are very close to -15°, and are approximately 2° away from the measured main beam direction. From this, the distorted shape of the characteristics measured for the steerable antenna is not imputable to the quantisation of the digital phase shifters. The differences between simulated and measured characteristics in Fig. 3.60 show that the deviations of the measured characteristics are caused by a perfectible physical integration of the phase shifters. These inaccuracies are most probably to find in the irregular lengths of the bond-wires, a sub-optimal positioning of the silicon chips, or in the use of the conductive glue employed to fix them.

3.5.4 Conclusion

In this section 3.5, a X-band phased array antenna was demonstrated. The antenna is made steerable in the H-plane by means of RF-MEMS phase shifters integrated in a hybrid fashion. The design of the different components, phase shifters, antenna array, and feed network, is validated by measurement results in good agreement with simulations. Also, the radiation characteristic of the fully integrated phased array antenna was presented for three switching states of the phase shifters, for a main beam in the ±15° and broadside directions. The radiation characteristics were measured with a satisfactory pointing accuracy, approximately 2° away from the aimed scan angle, but suffer from relatively high side lobes. This increased side lobe level is attributed to the use of RF bond-wires with slightly different lengths for the connection of the silicon chips. To overcome this, a further development would be to implement shorter, and more importantly, more uniform bond-wires. In parallel to this, alternative assembly techniques like flip-chip could be also investigated.

3.6 Conclusion

The third chapter of this thesis has presented the development of three fixed-beam and RF-MEMS electrically steerable antennas. The antennas are designed for operation at W-band, Ka-band, and X-band, and are realised in different technologies. The antenna intended for W-band airborne sensing as well as that designed for X-band are fabricated on low-loss soft substrate. The antenna developed for Ka-band satellite communication is processed out of low-loss ceramic dielectric. Also, for the antennas at X- and Ka-band, the hybrid integration concept of the phase shifters was
described in detail, and the design of the phase shifters was presented. In the chapter also, the design of all three antennas was validated by good measurement results, and two electrically steerable antennas at X- and Ka-band have been demonstrated. Both phased antennas have been measured for a main beam steered in three directions of the H-plane, and a radiation efficiency of 18.6% was demonstrated for the Ka-band phased array on LTCC.

The work presented throughout this chapter demonstrates techniques to accommodate emerging technologies into compact, low-loss, and cost effective millimetre-wave phased antennas. In this quest however, hybrid integration presents both, opportunities for combining the advantages of different technologies, and limitations in terms of integration density and repeatability. Also, from the work presented in this chapter, compact, broadband, and low-loss transitions, as well as reliable hermetic packaging arise as major developments remaining towards efficient and low-cost hybrid front-ends.
4 Future Work

Along the work described in this thesis, possible optimisations came up, which could improve on the performance, the size, the complexity, and the costs, of the presented components. They constitute a bench of ideas for later developments of the demonstrated structures, and might be also applicable to other devices. Beyond the adjustments always necessary after a first design iteration, potential enhancements at technological level and for the integration arose. Among these, a first topic in which one sees room for improvement is the hybrid integration of the RF-MEMS silicon chips. In the thesis, most of the techniques presented to answer this challenge utilise transitions implemented with RF bond-wires. Nevertheless, since RF bond-wires are inductive at high frequencies, they often reduce the bandwidth of the transitions, and alternative techniques are sometimes preferred. Furthermore, as it is highlighted in the third chapter on phased antennas, it is sometimes difficult to control accurately the length of bond-wires, and the repeatability is not always as good as expected. To overcome this, other kinds of transitions using stud bumps or electromagnetically coupled lines can be designed. In the particular case of RF-MEMS circuits however, the stud bumping process is a rather challenging task because of the limited temperature that MEMS devices can sustain. Therefore, transitions simply based on capacitive or inductive coupling of transmission lines appear as a promising solution. Further, these transitions might be designed to have a broadband behaviour, which is of course of particular interest for the overall performance of the device [155]. An example of what can be done in the field of hybrid integration using electromagnetically coupled transitions is shown in Fig. 4.1.

![Fig. 4.1: Example of RF bond-wire-free hybrid integration concept for sawn or hand-broken silicon chips.](image)

Another matter, which might deserve further attentions concerns the integration of the RF-MEMS onto the silicon substrate of micro-machined filters (Fig. 2.27). Here, since both, the RF-MEMS chips and the top wafer of the filters are made out of silicon material, a monolithic integration
of the RF-MEMS circuits directly on top of the wafer is possible. As depicted in Fig. 4.2, this would allow for a larger flexibility in the positioning of the adjustable stubs, and the RF-MEMS switch could be placed closer to the coupling structure. Furthermore, a monolithic integration of the RF-MEMS circuits would not require laborious adjustments of the chips, and it would avoid the use of bond-wires. In return, the technique needs RF-MEMS processes capable of handling two wafers bonded together, which is thinkable, but not standard.

Fig. 4.2: Monolithic integration of the RF-MEMS tunable stub on the micro-machined cavity filter.

Besides these advantages, monolithic integration overcomes another recurrent challenge of hybrid integration of RF-MEMS. Due to their sensitiveness, and especially in regards to the temperature RF-MEMS can sustain, only few reliable RF-MEMS packaging techniques have been demonstrated up to now [58], [156], [157]. Without safe packaging, the dicing of RF-MEMS chips remains a delicate operation, because they cannot be separated using standard sawing processes, which would expose them to dust and water. For this reason, RF-MEMS chips are at present mostly broken per hand. Beyond the fact that the technique is inappropriate for large production scales, it produces chips with slanted edges (Fig. 4.3 and 4.1). Thus, the hybrid integration of "hand-broken" silicon chips implies the use of long and often asymmetrical RF bond-wires, which are cumbersome for the performance of the transitions. Nevertheless, integration is only one aspect of a more general concern pushing the development of reliable packaging technologies for RF-MEMS [158]. Indeed, even if some RF-MEMS technologies have been demonstrated with outstanding performance and endurance under lab conditions [159], [160], their implementation in real systems is limited by this lack of robust packagings, and their long-term reliability under operational conditions is still to prove.

The development of automatised methods for reliable and hermetic packaging of RF-MEMS arises as a major challenge remaining in the field. It constitutes one of the last but decisive developments necessary to provide RF-MEMS technology with reliable, high yield, and low-cost processes, mandatory to ensure its break through on the competitive but prosper commercial and military markets.
Fig. 4.3: Importance of RF-MEMS packaging for integration: packaged and sawn silicon chip (left), and chip separated per hand (right).
Summary

This thesis is dedicated to the development of RF-MEMS based components for passive millimetre-wave front-ends. It presents the design and the realisation of fixed and reconfigurable filters and antennas, in various technologies, and for operation between the X- and the W-band.

First, cavity resonator band-pass filters are presented. The filters are realised using micro-machining of silicon and on low-loss multilayer ceramic substrate. The micro-machined filters are designed at 20 GHz, and they are intended for implementation on-board of satellite transceivers. The filters implement a 2-wafer architecture, in which the cavity resonators are processed in a thick bottom silicon wafer, and the coupling structures are realised in the top wafer. The novelty of the design, as proposed in the thesis, is in the realisation of the inter-resonator couplings. They are manufactured using the same KOH-wet etching of silicon, as that used for the cavity resonators. Using this KOH micro-machining technology, an outstanding unloaded Q-factor of 1410 is demonstrated for a 2-port cavity resonator. Also, 2-, 3-, and 4-pole fixed-frequency filters are measured with both, well-shaped pass-band responses and little insertion loss. This insertion loss is about 0.3 dB for the 2-pole filter, and 1 dB for the 4-pole filter. Further, a solution based on RF-MEMS is proposed for the tuning of micro-machined cavity resonator filters. According to the tuning concept, adjustable stubs are coupled to the micro-machined cavity resonators of the filter. The tuning technique is described and a method is proposed for the hybrid integration of the RF-MEMS circuits. The technique is implemented to tune the 3-pole band-pass filter firstly demonstrated as fixed-frequency filter. The frequency-agile filter is designed with six RF-MEMS adjustable stubs, which are coupled to the three micro-machined cavity resonators of the filter. It is measured with a good tunability of 3.71% and an insertion loss of about 2 dB. The micro-machined filters realised according to the technique are low-loss, and they can be easily integrated in a hybrid fashion or monolithically onto a large variety of substrates. Also, their compactness makes them particularly suitable for on-board applications, where low-loss is mandatory but in which the space and weight are too limited for high-Q and bulky waveguide filters.

The second family of filters is manufactured on 6-layer DuPont 943 ceramic substrate. These filters are designed for operation at 15 GHz. They are cavity resonator filters integrated in ceramics according to the substrate-integrated waveguide technique. The cavity resonators are formed by rows of vias processed in LTCC, and connected with metal stripes. For these filters, a novel input/output coupling structure is also introduced. It is implemented with one via processed inside the cavity resonator, and connecting the I/O transmission lines to the bottom of the cavity. The technique is implemented to design and realise a 2-port cavity resonator and a 2-pole band-pass filter. The method is validated by satisfactory measurement results in good agreement with full-wave simulations. For the single cavity resonator, an unloaded Q-factor of 290 is measured, and the 2-pole filter is demonstrated with about 1 dB of insertion loss. The presented architecture integrated in low-loss ceramics offers a good compromise between insertion loss and size of the resonators, smaller than air-filled cavities for example. Beyond fixed-frequency filters, two frequency-agile filters are also demonstrated. The tunable filters are implemented again with the method introduced to
tune micro-machined filters, but fitted to these filters in ceramics. The hybrid integration of the RF-MEMS adjustable stubs is described, and the way they are coupled to the cavity resonators is presented. The two tunable filters exhibit 3% and 7.2% of tuning range, respectively.

On top of this work on fixed and tunable filters, a method is also introduced to compensate the temperature-dependence of cavity resonators. The technique presented in the thesis for substrate-integrated cavity resonators is based on ferro-electric varactors. According to the proposed concept, BST-varactors are inductively coupled to the cavity resonators. Also, the coupling is designed in order to compensate the temperature-dependence of the cavity resonator with the natural variation of the capacitance of the varactor over temperature. The actuation-free compensation technique is validated by measurement of a compensated resonator. For the demonstrated structure, the frequency shift of -0.48% observed without compensation and over a 90°C temperature range is reduced down to below -0.12% with compensation.

The second concern of this thesis is the development of RF-MEMS based electrically steerable antennas. This includes the design, the realisation, and the measurement of all components of passive phased array antennas such as, the antenna, the phase shifters, and the distribution network. On top of this, the integration of these components in stand-alone phased antenna demonstrators is also described.

Three antennas for operation at X-, Ka-, and W-band are presented. First, a transmit and a receive antenna developed for airborne wake-vortex detection at 76.5 GHz are described. The transmit antenna, demonstrated here as fixed-beam antenna, is intended to be steered by means of W-band 4-bit RF-MEMS phase shifters. It is designed with twenty eight serially fed microstrip antenna sub-arrays manufactured on Teflon substrate. The sub-arrays of the antenna are connected in parallel by a corporate feed network realised on the same substrate. The antenna is demonstrated with a pencil main beam having 5° and 3° of beamwidth, in the E- and H-planes, respectively. Also, a radiation efficiency of 19.7% was obtained for that antenna.

The second antenna is realised on 6-layer DuPont 943 ceramic substrate. It is foreseen for satellite communication link, and it is designed for operation at Ka-band. The antenna itself is designed with a four by four patch antenna array. It is fed by a distribution network buried in LTCC, and connected to the microstrip antennas according to the aperture coupled principle. Based on this fixed beam antenna also, an electrically steerable antenna is demonstrated. It is realised with four RF-MEMS phase shifters, which are integrated between the feed network and the microstrip antenna array. The design and integration concept implemented for the antenna are validated by good measurement results obtained for the phased array demonstrator. The antenna was measured for three switching states of the phase shifters providing a main beam steered in the -11°, 4.5°, and 22° directions. In the broadside direction, the gain of the antenna is 8 dBi and corresponds to a radiation efficiency of 18.6%.

Finally, the last presented antenna is a X-band electrically steerable antenna. It is designed with four serially fed patch antenna sub-arrays, containing eight microstrip antennas each. The beam steering of the antenna is achieved with four 3-bit RF-MEMS phase shifters placed between the corporate feed network and the microstrip antenna sub-arrays. For this phased array demonstrator also, the hybrid integration of the phase shifters with the other components of the antenna is described. As for the electrically steerable antenna on ceramics, measurement results are provided for this antenna, for three pointing directions steered in the H-plane. The antenna is demonstrated with three well-formed main beams pointing the -17°, -2°, and +12° directions.
Appendix A: A 3-bit RF-MEMS Phase Shifter for Ka-Band Electrically Steerable Antennas

The appendix describes the design, the realisation, and the measurement of a Ka-band RF-MEMS phase shifter [161]. The phase shifter has been implemented in the electrically steerable antenna presented in section 3.4. The phase shifter is a digital RF-MEMS phase shifter designed with three bits of 45°, 90°, and 180°. It is processed in the EADS Innovation Works RF-MEMS technology, and it is fabricated on 200\,\mu\text{m}-thick high resistivity silicon [52]. The three bits of the phase shifter are all designed according to the loaded line technique, implemented here in microstrip topology [150]. The 45°-bit is realised with two adjustable stubs, which load the main microstrip line passing through the entire phase shifter. The two other bits of 90° and 180° are designed in the same way, but with four and eight RF-MEMS adjustable stubs, respectively. These bits are realised by duplication of the first designed 45°-bit, twice for the 90°-bit, and four times for the 180°-bit. The design results in a rather long but narrow phase shifter, especially suitable for millimetre-wave antennas with limited inter-element spacings. A major advantage of loaded line technique is that it requires only simple Single Pole Single Throw switches (SPST). These switches are easier to design than switches with multiple throws (SPMT), often necessary when other design techniques are used. A photograph of the Ka-band phase shifter is depicted in Fig. A.1.

![Photograph of the EADS Innovation Works Ka-band RF-MEMS phase shifter.](image)

**Fig. A.1:** Photograph of the EADS Innovation Works Ka-band RF-MEMS phase shifter.
The phase shifter has been processed in the clean room of EADS Innovation Works in Ottobrunn. It has been characterised on-wafer using the RF measurement setup described in the first chapter of the thesis. Also, in order to connect the microstrip phase shifter to coplanar measurement probes, coplanar-to-microstrip line transitions have been designed at its input and output. For the characterisation of the phase shifter, these transitions have been de-embedded out of the measurement using TRL calibration. The insertion loss and return loss of the phase shifter measured for the eight switching states are given in Fig. A.2. The phase shifts measured between the input and output of the phase shifter for these same switching states are given in Fig. A.3.

At the design frequency of 35 GHz, the measured return loss of the phase shifter is better than 12.5 dB for any switching state. Also, it exhibits a very low insertion loss below 4 dB over a large frequency range, from about 32.9 GHz up to above 40 GHz. The phase shifts achieved by the phase shifter are very close to what can be reached with an ideal 3-bit phase shifter. Around the design frequency, the measured phase shifts are distributed every 45° with a very good accuracy, and they cover the complete $2\pi$ angular range. In order to further assess the performance of the phase shifter, its standard phase deviation and mean insertion loss have been calculated using (3.4.5) and (3.4.6), respectively. They are plotted together in Fig. A.4.

Between 33.2 GHz and 36.3 GHz, the phase shifter has a standard phase deviation better than 14.5° and a mean insertion loss below 2.7 dB. Such a phase deviation of 14.5° corresponds to an equivalent number of bits of 2.84. For the antenna in which the phase shifter is implemented, this means a drop of the antenna gain by 0.28 dB, and a rms beam pointing accuracy of 0.11, expressed in fraction of beamwidth.

Fig. A.2: Measured return loss and insertion loss of the EADS Innovation Works Ka-band RF-MEMS phase shifter for the eight switching states.
Fig. A.3: Phase shifts measured for the EADS Innovation Works Ka-band RF-MEMS phase shifter for the eight switching states.

Fig. A.4: Mean insertion loss and standard phase deviation of the EADS Innovation Works Ka-band RF-MEMS phase shifter.
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